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Abstract:

The European X-Rays Free-Electron Laser (XFEL.EU) is a new X-ray facility built in the Hamburg metropolitan area. It is the most largest and brilliant coherent X-ray source ever built. The machine is able to provide to the end-stations trains of 2700 X-ray pulses with 222ns (4.5 MHz) separation time between each other; the trains are repeated every 0.1 s. In order to perform scientific experiments using the X-rays provided by the machine, the XFEL.EU commissioned three new detector projects able to match the characteristic XFEL.EU time structure and to implement the high demanding requirements defined by the scientific community.

One of these three projects is the DSSC (DEPFET Sensor with Signal Compression) detector project. The DSSC is the imaging detector prepared for soft X-ray instruments at XFEL.EU. It is a one-million pixel camera able to acquire up to 800 consecutive images in a train, with a 4.5 MHz frame rate. The DSSC is designed to reach a single photon sensitivity at 1 keV together with a high dynamic range. To reach these requirements, the detector was originally designed to use the non-linear DEPFET sensors, which implement an internal signal compression. However, in its first version the DSSC uses more conventional mini silicon drift detector (Mini-SDD) pixel arrays. The signal compression can be realized in the first amplification stage of the front-end electronics. The DSSC 1M pixel camera is composed of 16 units, each called a DSSC ladder.

The goal of the work of this thesis was to integrate, bring into operation and perform the first characterization of the DSSC ladder systems implementing two different types of sensors, DEPFET and Mini-SDD. A DSSC ladder equipped with DEPFET sensors was tested with pulsed visible light, emulating the XFEL.EU timing structure. A DSSC ladder equipped with Mini-SDD sensors was tested in a dedicated vacuum setup at the soft X-ray beamline P04 at Petra III, DESY. In both cases, the detectors were successfully brought into operation, measurements were performed and the detector was characterized. However, due to the performances of the first version of the full-size ASIC, the detector could not reach the target specification defined for operation at XFEL.EU. This is expected to be improved with the second version of the ASIC.
Zusammenfassung:

Der Europäische Freie-Elektronen-Röntgenlaser (XFEL.EU) ist eine neue Forschungseinrichtung zur Erzeugung von Röntgenstrahlung in Hamburg und Schleswig-Holstein. Es ist die größte und leuchtstärkste, kohärente Röntgenquelle der Welt. Die Anlage versorgt die angeschlossenen Experimente mit einer Abfolge (Train) von bis zu 2700 Röntgenblitzen mit einer zeitlichen Trennung von 222ns (4.5MHz); die Trains wiederholen sich alle 0.1s. Um die Möglichkeiten der von der Anlage zur Verfügung gestellten Röntgenstrahlung vollständig ausschöpfen zu können, initiierte das XFEL.EU die Entwicklung dreier neuartiger Röntgendetektoren.


# Contents

## Introduction

1. X-rays: production, interactions and principles of detection ...................................................... 5
   1.1 X-rays history and definition ................................................................................................. 5
   1.2 X-ray tubes ........................................................................................................................... 6
   1.3 Radiation of an accelerated charge ....................................................................................... 7
   1.4 X-ray production in big facilities .......................................................................................... 10
   1.5 Interaction of X-rays with matter .......................................................................................... 15
      1.5.1 Photoelectric absorption ............................................................................................... 15
      1.5.2 Coherent scattering ....................................................................................................... 17
      1.5.3 Incoherent scattering .................................................................................................... 17
      1.5.4 Electronic transitions in matter .................................................................................... 18
   1.6 Diffraction and Fourier Transform ......................................................................................... 19
      1.6.1 Scattering on crystal ....................................................................................................... 23
      1.6.2 Bravais lattice ................................................................................................................ 23
      1.6.3 Laue equations ............................................................................................................... 25
      1.6.4 Bragg's law ................................................................................................................... 26
      1.6.5 Examples of diffraction ................................................................................................. 30
   1.7 Semiconductor X-ray detector ............................................................................................... 35

2. The European XFEL ...................................................................................................................... 41
   2.1 Instruments and Experiments ............................................................................................... 43
      2.1.1 The SASE3 beamline .................................................................................................... 47
      2.1.2 Spectroscopy & Coherent Scattering (SCS) ................................................................. 49
      2.1.3 Small Quantum System (SQS) .................................................................................... 50
      2.1.4 Type of experiments at SCS and SQS ........................................................................... 51
   2.2 The imaging detector ............................................................................................................ 52
      2.2.1 Detector requirements and detector projects at XFEL.EU .......................................... 52
      2.2.2 The Large Pixel Detector (LPD) .................................................................................. 54
      2.2.3 The Adaptive Gain Integrating Pixel Detector (AGIPD) ............................................. 56
      2.2.4 The DEPFET Sensor with Signal Compression (DSSC) detector ............................. 57
   2.3 Common interfaces ............................................................................................................... 58
      2.3.1 Karabo ........................................................................................................................ 58
      2.3.2 MicroTCA crates ......................................................................................................... 61
Introduction

The X-ray radiation was discovered in 1895 by Wilhelm Röntgen. From the very beginning, the applications of X-rays involved imaging techniques. The famous "Röntgen’s wife’s hand with ring" image was the first radiography, obtained a few months after then X-ray discovery [1]. The discovery of Röntgen allowed for the first time to inspect bodies and objects in a non-destructive way [2], opening the way for countless medical and industrial applications.

About twenty years later, Max von Laue discovered the diffraction of X-rays on crystal by using a novel technique involving X-rays and imaging techniques. Von Laue won the Nobel Prize in 1914 [3], opening the way to crystallography and to the usage of X-rays in the study of the physics of matter.

The more and stringent requirements for X-rays in medical, industrial and scientific applications push the improvement of the quality of X-rays sources. Nowadays, the one of the state-of-the-art X-rays source is the European XFEL (XFEL.EU) [4], a facility inaugurated on September 1st, 2017, which after the commissioning period is expected to become the most brilliant coherent X-ray source ever built [5]. In parallel to the improvement of X-ray sources, the X-ray detection techniques made considerable progresses. The demands and performances in terms of low-noise, high dynamic-range and extremely high frame rate makes the imaging-detector projects developed for the XFEL.EU the state-of-art in terms X-ray of detection.

The goal of the work described in this thesis was to build-up, bring into operation, and characterize the first prototype of the DSSC detector [6]. Starting from the testing of the single electronics and data-acquisition components, the first prototype was built in two different versions, featuring sensors different in technology. The first two prototypes were use to prove the functionality of the whole system, and after that, to perform the first calibration a large-size DSSC prototype, using either visible light or photons from a synchrotron beamline. This thesis is divided into five chapters.

The first chapter is an introduction on the production, detection and interactions of X-rays with matter. An historical overview is presented starting from the discovery of X-rays up to their use nowadays. In this chapter, both old and modern techniques used to produce X-rays are described. Then, an overview on the interactions of X-rays with matter is presented. It includes also a description of diffraction phenomena of X-ray scattering on crystals. The last part of this chapter explains the basic technique used for the detection of X-rays with semiconductor devices (the PN-junction).
The second chapter describes the European XFEL (XFEL.EU) facility. The main components of the beamlines and the features of the end-stations (instruments) are described. An overview on the three detector projects developed for XFEL.EU is also presented.

The third chapter describes the DEPFET Sensor with Signal Compression (DSSC) detector [6]. The two possible sensor types used to build the DSSC detectors, DEPFET, and MiniSDDs, are described, together with the different building blocks of the electronics and data acquisition systems. This chapter includes also the description of the vacuum test-stand used to test and bring into operation the first large-size prototype of the DSSC detector.

The fourth describes the first tests performed with the DSSC ladder, namely, the smallest unit of the detector which contains all the electronics components representative of the final system. In particular, the fourth chapter shows the first measurement performed with the first DSSC ladder equipped with a 64 x 64 pixels DEPFET sensor.

The fifth chapter shows the results of the first measurements performed with the DSSC ladder equipped with a full-size Mini-SDD sensor (512 x 128 pixels). The measurements were performed at a synchrotron beamline.
1 X-rays: production, interactions and principles of detection

1.1 X-rays history and definition

The X-ray radiation was first defined with such a name by Röntgen in 1895, [2]. In that period, discharge tubes – called Crookes tubes from the scientist who developed them – were used for producing and studying the so-called cathodic rays. The discharge tubes are evacuated glass bulb containing a gas at extremely low pressure, where a very high voltage (1-100 kV) is applied between anode and cathode. In the tube under high voltage, luminescent rays are produced out of the cathode, called for this reason cathodic rays. Röntgen was studying the cathodic rays when he observed for the first time an unknown type of radiation. This type of radiation could generate luminescence on a fluorescent screen even if the screen was outside the the tube and far from it, [2]. This radiation was therefore generated inside the Crookes tube but it could pass through its surface. To be sure that this effect was not caused by any light reflection in the laboratory, Röntgen shielded the Crookes tube with dark paper. He observed that the luminescence was visible on the screen also when the tube was shielded. Therefore, the paper was transparent to the new radiation, thus he started to study the transparency to these rays of many different thicknesses and different materials. Röntgen called this unknown type of radiation X-rays. He observed also that this new type of radiation could impress a photographic plate. This allowed him to produce, by holding his wife’s hand between the tube and the photographic plate, the first radiography. This implies the discovery that the soft tissues of the human body are almost transparent to X-rays radiation, while the bones are opaque. This started a revolution, because for the first time the human body in the medical field could be inspected without surgery. For the X-ray discovery, Wilhelm Conrad Röntgen won the Nobel prize in 1901 [1].

After Röntgen’s discovery, many experiments were performed to understand the nature of X-rays. The observations showed that it was not possible to deviate X-rays by a magnetic field, giving indication that the radiation was neutral in charge. Moreover it was highly likely that this type of radiation was similar to light, but there was no evidence of refraction of the X-rays, thus it was not possible to assume that the radiation could consist of transverse waves as the light. The turning point on the understanding of the nature of the X-rays was given by Max von Laue, [7]. For the first time, illuminating a crystal with a thin X-ray beam, a pattern of spots was observed on a photographic film
positioned around the crystal. Laue understood that this pattern was the result of an interference phenomenon. The discovery of X-ray diffraction on crystals proofed that the X-ray radiation was identical to light but with a much shorter wavelength. Moreover, the discovery of Laue gave the start to direct measurements of the distance between atoms in a crystal. By using diffraction on a crystal it was possible to perform measurements of X-ray spectroscopy. Max von Laue was awarded with the Nobel price in 1914 [3].

Nowadays, the X-ray radiation is defined as the part of the electromagnetic spectrum covering an energy range between 100 eV and 100 keV. The scientific community usually divides this range in two subsets: soft X-rays and hard X-rays, see Table 1.1.

This distinction is bases on the fact that air is transparent to hard X-rays, while the soft X-ray are strongly attenuated in air. For this reason the soft X-ray experiments need to be performed in a vacuum environment, nowadays ultra-high vacuum (UHV).

<table>
<thead>
<tr>
<th>Soft X-ray</th>
<th>Hard X-ray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>0.1 keV – 5 keV</td>
</tr>
<tr>
<td>Wavelength</td>
<td>12 nm – 0.25 nm</td>
</tr>
</tbody>
</table>

Table 1.1: Definition of hard and soft-X-rays.

Although in nature different kinds of X-ray sources exist (mainly radionuclide decays and astrophysical phenomena), X-rays are artificially produced with different techniques. Also the first source used by Röntgen was an artificial source. Nowadays, due to the high demands on quality and intensity of X-ray from the scientific community, big facilities dedicated to X-rays production are built. The next sections give an overview about X-ray production, starting from the radiation of an accelerated charge, introducing X-ray tubes and finally describing the basic principle of X-ray production in big facilities.

### 1.2 X-ray tubes

The first X-ray source used by Röntgen, and which lead to the discovery of the X-rays, was a Crookes tube. The working principle of this vacuum X-ray device is similar to the modern one: electrons are extracted from a cathode, accelerated via electric field and finally hit a target located at a certain distance.

In order to extract the electrons from the cathode it is possible to use different methods. Here the cold cathode and the hot cathode methods will be described. Figure 1.1 shows the difference between the two techniques.

In a tube with a cold cathode, like the Crookes tube, the residual gas in the tube gets ionized due to the high voltage applied between the cathode and the anode. Typical values of voltage range from a few kV to 100 kV. The ions (positively charged) are attracted by the cathode (negatively charged), and by hitting the metal they deposit energy to its surface. If during this process the energy acquired by the electrons of the metal is higher
than the minimal energy (workfunction) needed to remove an electron from the solid to a point immediately outside the surface, electrons will be knocked out from the metal surface, see also Section 1.5.1. These electrons are in turn attracted by the anode and constitute the cathodic rays.

The hot cathode is a method used for improving the efficiency of electron extraction from the cathode. In a hot cathode, the cathode is heated to emit electrons, this phenomenon is called thermionic emission [9]. Electrons are emitted as the thermal energy exceeds the workfunction of the material, which is in general a filament. In this way, much more electrons than in a cold cathode are emitted from the same surface area.

Once electrons are extracted from the cathode, the high voltage field accelerates them towards the direction of the anode. X-rays are generated by the quick deceleration of the electrons on the anode. The high-energy electrons can also excite electron bounds in the inner shell of the atom. The reassessment can cause emission of photons. The radiation emitted by the electrons while decelerating is known in literature with the german word Bremsstrahlung [10] (literally brake radiation). The Bremsstrahlung radiation presents a continuum spectrum. An example is shown in Figure 1.2.

\section{1.3 Radiation of an accelerated charge}

The artificial sources of X-rays exploit the fact that, as any electrically charged particle, accelerated electrons generate electromagnetic radiation. In classical electrodynamics, the total emitted power of an accelerated charge is given by the Larmor equation, \[11\]. A short description is given below, a rigorous derivation and the details can be found in Classical Electrodynamics books, \[11\].

The Larmor equation for the non-relativist case, for a particle with charge $q$, mass $m$ and acceleration $a$, reads:
Figure 1.2: An energy spectrum generated with PANTER, a X-ray tube device used for test and calibration of the XFEL.EU detectors, [8]. The target of the tube is selectable and in this case was copper. In the plots are visible, the characteristic peaks of the copper $Cu(K_a) = 8.0$ keV, $Cu(K_b) = 8.9$ keV, $Cu(L_{a,b}) = 0.9$ keV and the continuum background, which is the bremsstrahlung radiation. The maximum energy of the bremsstrahlung is determined by the voltage used, in the X-ray tube. Courtesy of N. Raab, Detector Group, European XFEL.
1.3 Radiation of an accelerated charge

\[ P = \frac{2}{3} \frac{q^2}{4\pi\varepsilon_0 c^3} |a|^2. \]  
\( (1.1) \)

In the relativistic case, Equation 1.1 becomes:

\[ P = \frac{2}{3} \frac{q^2}{4\pi\varepsilon_0 c^3} \gamma^6 \left[ (\dot{\beta})^2 - (\beta \times \dot{\beta})^2 \right], \]  
\( (1.2) \)

where \( \beta = v/c \) and \( \gamma = \frac{1}{\sqrt{1 - \beta^2}}. \)

This equation can also be written by splitting the acceleration vector into its parallel and perpendicular components to the speed, \((v \cdot \dot{v} = v \cdot a_{\parallel})\) and \((v \times \dot{v} = v \cdot a_{\perp})\), [12]. In this way the formula can be written as:

\[ P = \frac{2}{3} \frac{q^2}{4\pi\varepsilon_0 c^3} \gamma^4 \left[ a_{\perp}^2 + \gamma^2 a_{\parallel}^2 \right]. \]  
\( (1.3) \)

Equation 1.3 in non-relativistic case \((\gamma \rightarrow 1)\) can be written as Equation 1.1.

In the case of linear motion,

\[ a_{\parallel} = a, \]  
\[ a_{\perp} = 0, \]  
\( (1.4) \)

\[ P = \frac{2}{3} \frac{q^2}{4\pi\varepsilon_0 c^3} \gamma^4 a_{\parallel}^2. \]  
\( (1.5) \)

In the case of circular motion, the acceleration is perpendicular to the speed:

\[ a_{\parallel} = 0, \]  
\[ a_{\perp} = \frac{v^2}{R}. \]  
\( (1.6) \)

Therefore, Equation 1.3 becomes:

\[ P = \frac{2}{3} \frac{q^2}{4\pi\varepsilon_0 c^3} \gamma^4 \left( \frac{v^2}{R} \right)^2 = \frac{2}{3} \frac{q^2}{4\pi\varepsilon_0 c^3} \gamma^4 \frac{\beta^4}{R^2} = \frac{2}{3} \frac{q^2 c}{4\pi\varepsilon_0} \left( \frac{E}{mc^2} \right)^4 \frac{\beta^4}{R^2}. \]  
\( (1.7) \)

which for relativistic speed, \( \beta \rightarrow 1 \), can be written as:

\[ P \approx \frac{2}{3} \frac{q^2 c}{4\pi\varepsilon_0} \left( \frac{E}{mc^2} \right)^4 \frac{1}{R^2}. \]  
\( (1.8) \)

Therefore the emitted power of a charged particle moving in a circular trajectory scales with \( \sim 1/R^2 \).

Thus, the larger the radius of curvature is, the lower power is emitted. At the limit of linear uniform trajectory no radiation is emitted. Vice versa, the smaller the radius of curvature, the higher the emitted radiation. The radiation of a particle in a circular trajectory is commonly called synchrotron radiation.

Equation 1.3 plays an important role in the description of the production of X-rays, for example in synchrotron and applications involving undulators.
1.4 X-ray production in big facilities

In big facilities such as synchrotrons or free-electron lasers, X-rays are produced from electrons of high energy passing through an undulator system, [13]. The working principle of these devices is described in this section.

![Undulator Scheme](image_url)

**Figure 1.3:** A 3D scheme of an undulator. Copyright European XFEL, [5].

The undulators are composed by two rows of magnets, held by arms which set the distance between the two rows. The magnets are positioned with an alternate polarity so that the magnetic field is oscillating along the undulator, see Figure 1.3. The electrons, previously accelerated by a synchrotron or linac, pass through the undulator system. The alternate magnetic field accelerates them transversally, driving them into a sinusoidal trajectory. The acceleration of electrons produces photons. Figure 1.3 shows a 3D sketch about the undulator working principle.

The magnetic field of an undulator can be approximated as having a sinusoidal intensity:

\[
|B| = B_y(z)\hat{u}_y = B_0 \sin \left( \frac{2\pi}{\lambda_u} \right), \tag{1.9}
\]

where \(B_0\) is the maximum intensity of the magnetic field, \(\hat{u}_y\) is the unit vector along the y-axis. \(\lambda_u\) is the distance along the undulator between two magnets with the same polarity (period length). Figure 1.4 shows a sketch of the model used with the axis.

The electrons enter in the undulator after having been accelerated by the synchrotron or a linac to a relativistic speed so \(v \simeq c\). According to the Lorentz law, the force generated by a magnetic field on a charge of a given speed is perpendicular to the velocity, so the acceleration of the electron can be written as:
where \( B \) is the magnitude of the component of the magnetic field perpendicular to the velocity of the electron; \( m_e \) is the electron mass; and \( \hat{u}_\perp \) is the unit vector perpendicular to the velocity \( \mathbf{v} \); the Lorentz factor \( \gamma = \frac{1}{\sqrt{1 - \beta^2}} \), where \( \beta = \frac{v}{c} \).
An important parameter used to describe an undulator is the $K$-parameter, which is defined as

$$K = \frac{eB_0\lambda_u}{2\pi m_e c} = 0.934 B_0 [T] \lambda_u [cm], \quad (1.16)$$

where $B_0$ is the maximum intensity of the magnetic field and $\lambda_u$ is the period length of the undulator, as defined in Equation 1.9.

By knowing the $K$ parameter, the central wavelength of the produced X-ray radiation can be extracted [13] as

$$\lambda_{ph} = \frac{\lambda_u}{2\gamma^2} \left( 1 + \frac{K^2}{2} \right), \quad (1.17)$$

By using the definition of the $K$-parameter (Equation 1.16) the average emitted power can be rewritten as

$$< P > = \frac{e^2 c\gamma^2 \gamma^2}{3\varepsilon_0 \lambda_u^2} K^2. \quad (1.18)$$

The undulators are built typically with a fixed array of magnets at a given distance between them, so $\lambda_u$ is typically a fixed parameter. On the other hand, it is possible to control and to set the distance between the arms holding the magnet arrays, which defines the intensity of $B_0$. So by modifying the arm position it is possible to tune the $K$-parameter, of the undulator and therefore to change the energy of the emitted radiation.

The power emitted by a beam composed by $N_e$ electrons passing through an undulator scales as [14]

$$P \propto N_e + N_e^2 |B|^2 \quad (1.19)$$

where the bunching factor $B$ is defined as [14]

$$B = \frac{1}{N_e} \sum_{n=1}^{N_e} e^{i\Theta_n}, \quad (1.20)$$

where $\Theta_n = 2\pi \left( \frac{z_n - c t}{\lambda_{ph}} + \frac{z_n}{\lambda_u} \right)$. $z_n$ is the position of the $n$-th electron, $\lambda_{ph}$ emitted photon wavelength and $\lambda_u$ is the length of a period of the undulator. $\Theta_n$ represents the difference of between the electromagnetic-wave phase and the electron-oscillation phase.

Ideally, $|B| = 1$ when all electrons are located in a single position, or positioned in micro-bunches with a distance of $\lambda_{ph}$. In this case the electrons emits coherently, and the main contribution to the emitted power is given by the quadratic part of formula 1.19. Therefore, in the case of $|B| = 1$, the power emitted by a bunch of electron scales as $P \sim N_e^2$, as if the electrons bunched together would behave as a single charge.

The opposite case $|B| \to 0$ happens the electron spatial distribution is quasi-flat. In this case the quadratic part of Formula 1.19 becomes negligible, so the emitted power of a bunch of electrons with $|B| \to 0$ scales as $P \sim N_e$.

The photon production, the distribution of the electrons and their energy distribution
1.4 X-ray production in big facilities

are influence each other along the undulator [14]. In particular this process features a positive feedback loop, happening by the following steps:

1. the bunching of the electrons creates coherent radiation;
2. the coherent radiation induces an energy modulation in the electron bunch;
3. the energy modulation induces the bunching of the electron;

and the loop closes in 1. Due to this process, the bunching, the energy modulation and the emitted power $P$ increase exponentially along the undulator length up to saturation. Figure 1.5 shows electron distribution, from a random distribution up to the formation of micro bunches.

In the X-ray free electron lasers as XFEL.EU, the photons generated by spontaneous emission in the first part of the undulator are used to modulate the distribution of the electrons downstream. The photons generated at the beginning of the FEL are used to seed the beam more downstream. This is process is called self-amplified spontaneous emission (SASE), [13].

![Figure 1.5: The micro-bunching formation: from a random distribution to the microbunching. The x-axis $\zeta / \lambda_c$ represents the ratio between the distance in $\lambda_c$ units, where $\lambda_c = \lambda_{ph}$. Copyright HASYLAB DESY, [15].](image)

In a 1-dimensional free electron laser model, the FEL equations [14] can be expressed as a function of the parameter $\rho$, the efficiency parameter, defined as

$$\rho = \left( \frac{K \Omega_p \lambda_u}{4 \cdot 2\pi c} \right)^{2/3},$$

(1.21)

where $K$ is the $K$-parameter of the FEL defined in Equation 1.16; $\lambda_u$ is the length of the undulator period and $\Omega_p$ is the plasma frequency defined as

$$\Omega_p = \left( \frac{4\pi r_e c^2 n_e}{\gamma^3} \right)^{1/2},$$

(1.22)

where $r_e$ is the classical electron radius and $n_e$ is the electron bunch density. The efficiency parameter $\rho$ can be used to approximate the saturation power.
Figure 1.6: Energy emitted by the electron beam at a given position in the undulator. In the first part of the curve the low-gain regime is visible; then the exponential growth given by high-gain mode and then the saturation regime. Copyright HASYLAB DESY, source [15].

\[ P_S \approx \rho P_{beam} = \rho E_{beam} I_{beam}/e, \]  
(1.23)

where \( E_{beam} \) is the electron beam energy, \( I_{beam} \) the electron beam current and \( e \) the electron charge.

The emitted power along an undulator increases exponentially. The parameter defining the exponential growth is the gain length \( L_G \), which in a 1-dimensional model is approximated as [14]

\[ L_G = \frac{\lambda_w}{4\pi\sqrt{3}\rho}. \]  
(1.24)

In the first part, the undulator works in the low-gain regime. The initial distribution of the electrons is given by the injector and the process of acceleration. The injector – depending on the facility – can be either a thermionic cathode or a photocathode. In both cases, the space and energy distribution of the electron beam is broad. For this reason at the beginning of the undulator the emission features low intensity, a broad energy
spectrum and a broad angle of emission, too. Despite the low intensity, the photons produced by emission in the initial part of the undulator act on the electron beam, increasing its energy and space modulation. When the distance of the undulator is long enough, the free electron laser operates in the high-gain regime and the power emission can be approximated by an exponential equation as [14]

\[ P(z) = P_0 e^{z/L_G}, \]  

where \( z \) is the distance from the beginning of the undulator and \( P_0 \) is the emitted power at the beginning of the undulator. The growth stops at saturation, when the emitted power is \( P_S \).

The exponential behavior of the energy emitted by an electron beam along the undulator is shown in Figure 1.6. At short distance, it is visible the low-gain regime, then the exponential behavior appears and finally the saturation regime kicks in.

1.5 Interaction of X-rays with matter

Photon interaction with matter proceeds via different processes depending on the energy of the incoming photon. Since the binding energy of the nucleons in an atom is about \( \sim 1\text{MeV} \), the minimum photon energy required for interacting with the nucleons is of the order of \( 1\text{MeV} \). Therefore, at lower energy, as in the case of X-rays, only the electrons of the atom are involved in the interaction with the photons, [16].

This section describes the way X-ray photons interact with electrons in matter. The cross section values provided by NIST [17] [18] show that the most important contribution to the photon absorption cross section in the X-ray energy range is given by:

- Photoelectric absorption,
- Coherent scattering,
- Incoherent scattering.

As an example, the absorption cross-section of a photon hitting on silicon and the different subprocesses contributing to the cross section are shown in Figure 1.7.

1.5.1 Photoelectric absorption

In an isolated atom, the energy states allowed to be occupied by electrons are discrete, [19]. To excite an electron from an energy level \( E_B \) to an energy level \( E_A \), a photon with an energy equal to the gap, \( E_\gamma = \Delta E_{A-B} = E_A - E_B \), is needed. The process is schematically described in Figure 1.8.

The vacuum energy level is defined as the energy level where the electron can be considered free from the binding. The minimum energy needed to extract an electron from an atom is called commonly *workfunction*, [19].
The photoelectric absorption occurs when a photon, of high enough energy, knocks out an electron bound in the atom (or molecule). The incoming photon is completely absorbed and an electron is emitted from its energy shell. Defining the vacuum level as $E_{\text{vacuum}} = E_0 = 0$, the energy of the emitted electron is:

$$E_{e^-} = E_\gamma - |E_{\text{level}}|.$$  \hfill (1.26)

For X-ray photons, the cross section of interaction with matter is dominated by photoelectric absorption. The emitted electron typically interacts with other atoms in the material exciting their electrons. As such, this process is fundamental for the X-ray detection, see Section 1.7.

Figure 1.7: The mass attenuation coefficient for silicon. From $10^{-2}$ keV up to 1 keV data source NIST XCOM database [18]; from 1 keV up to $10^8$ keV data source NIST FFAST database [17]. The different contributions to the cross section are shown in different colors.

Figure 1.8: Photon absorption. A photon of energy $E_\gamma$ is absorbed by an electron of the energy level $E_B$, which then jump to the energy level $E_A = E_B + E_\gamma$. 


1.5 Interaction of X-rays with matter

Figure 1.9: Photoelectric emission due to photon absorption. A photon of energy $E_{\gamma}$ is absorbed by an electron at the energy level $E_{\text{level}}$. The electron gets enough energy to be freed from the material. The energy of the emitted electrons is $E_{e^-} = E_{\gamma} - |E_{\text{level}}|^\cdot$

1.5.2 Coherent scattering

The coherent scattering occurs when the incoming and the outgoing photon have the same energy and the phase relation, between the incoming and the outgoing photon is conserved. Since the relation between the phase of the incoming and outgoing photon is fixed, it is possible to observe diffraction [20]; a description of the diffraction process is given in Section 1.6. The coherent scattering includes Thomson scattering, Rayleigh scattering and other phenomena, such as the resonant elastic scattering explained Section 1.5.4.

The Thomson scattering [16] occurs when a low energy photon scatters on a free electron. The cross-section of this process is relevant (different from zero) only if the energy of the incoming photon is lower than the mass (energy at rest) of the particle it scatters onto. In case of scattering on an electron the energy threshold is $E_{\gamma} \leq 510\,\text{keV}$. In this scattering, there is no energy transfer but only a change in the photon direction.

The Rayleigh scattering [21] is a process which occurs when a photon interacts with a whole cloud of electrons of an atom (or an object) whose dimensions are negligible in comparison to the photon wavelength. As in the Thomson scattering, the photon is deviated but maintains the same energy and phase.

1.5.3 Incoherent scattering

The incoherent scattering occurs when the phase relation between the incoming and outgoing photon is not conserved, for instance when the outgoing photon does not have the same energy as the incoming photon. A typical case is the Compton scattering [16], an elastic scattering between a photon and a free electron. An electron bound in an atom can be considered free when the binding energy is negligible in comparison to the energy of the incoming photon. In the Compton scattering a part of the energy of the photon
is transferred to the electron which recoils; the rest of the energy is given to the outgoing photon. Other cases of incoherent scattering will be described in the next Section.

1.5.4 Electronic transitions in matter

When a photon of energy $E_\gamma = E_{A-B}$ excites an electron to an energy level $E_A$, the electron can decay spontaneously back to a lower energy state by emitting a photon. This phenomenon is called spontaneous emission, [21]. If the lower energy state is the same the electron was originally occupying, the emitted photon has the same energy of the incoming photon. This process is schematically represented in Figure 1.10.

![Figure 1.10: Spontaneous emission. A photon interacts with an electron at the energy level $E_B$. The electron is excited to the energy level $E_A$. It can then decay back to the level $E_B$ emitting a photon of energy $E_\gamma$.](image)

When a photon with high enough energy kicks out an electron from a deep shell, a cascade of decays can occur. Radiative decays are associated with the emission of photons. In structures like crystals or molecules, also non-radiative decays can occur; in this case, the decay is mediated by a phonon exchange in the structure.

![Figure 1.11: Auger electrons emission. An electron energy level $E_C$ decays to a level $E_E$. The decay is not radiative and the energy is transferred to an electron $E_B$ which is emitted.](image)
A special case of spontaneous decay is given by the Auger effect, shown in Figure 1.11. In most of the cases, when an electron from an inner shell decays into a deep-inner shell, it releases energy as photons. But in the case of Auger effect, the energy is transferred to an electron of a higher shell, which is emitted. The emitted electron is called Auger electron [16].

In contrast to the spontaneous emission, a phenomenon exits called stimulated emission, [21]. It occurs when a photon with energy $E_{\gamma} = \Delta E_{A-B}$ interacts with an electron, which is already in the excited state of energy $E_A$. In this case an electron is stimulated to decay to the lower state $E_B$, by emitting a further photon which has the same energy, phase and direction of the incoming photon, see Figure 1.12.

Figure 1.12: Stimulated emission. A photon of with energy $E_{A-B}$ stimulates the decay of the electron from A to B emitting another photon with same energy, phase and direction of $E_{A-B}$.

### 1.6 Diffraction and Fourier Transform

In this section, the link between diffraction, Fourier transform [22] and reciprocal lattice [19] is introduced and described.

In general, a function $f(x)$, where $x$ is a vector in the real space, can be transformed into a function $\hat{f}(\omega)$, where $\omega$ is a vector in the frequency space using the Fourier transform ($\mathcal{F}$). Viceversa, by applying $\hat{f}(\omega)$ the inverse Fourier transform ($\mathcal{F}^{-1}$) is possible to recover the original function $f(x)$.

The direct Fourier transform is defined as

\[
\hat{f}(\omega) = \mathcal{F}[f(r)],
\]

\[
\hat{f}(\omega) = \int_V f(r)e^{-i\omega r}dV,
\]

where $dV$ represent the volume element, and $V$ the volume in the real space where $f$ is defined. The inverse Fourier transform becomes
\[
f(r) = \mathcal{F}^{-1} \left[ \hat{f}(\omega) \right]
\]

(1.29)

\[
f(r) = \frac{1}{V_\omega} \int_{V_\omega} \hat{f}(\omega)e^{i\omega r}dV_\omega,
\]

(1.30)

where \(dV_\omega\) represents the volume element, and \(V_\omega\) the volume in the frequency space where \(\hat{f}\) is defined.

In order to show the link between the Fourier transform and the diffraction process, a simple model is used. The model is shown in Figure 1.13. An incoming light wave, assumed an ideal plane wave, scatter on a target. The target is an object composed by identical atoms located each at a position indicated by the vector \(\mathbf{r}_N\). It is assumed that each atom of the target has a single free electron on which the photon scatters in an ideal elastic and coherent way.

![Figure 1.13: A simple model of the diffraction. \(k_{in}\) is the incoming wavevector, \(k_{out}\) is the outcoming wavevector, \(\Delta k\) is the transfer momentum, \(r\) is the position of the atom, \(R\) is the position of the observer, \(\rho\) is the position of the observer with respect to the atom position.](image)

The electric field of the incoming light wave can be described with the following formula:

\[
E_{in}(r, t) = E_0 e^{-i(k_{in}-\omega t+\phi)},
\]

(1.31)
where $E_0$ is the intensity of electric field; $r$ is the vector defining the position with respect to the origin of the axis; $k$ is the wave-vector having the direction of the wave and $\omega = \nu k$, where $\nu$ is the speed of light in the mean ($\nu = c/n_{\text{diffraction}}$, where $c$ is the speed of light and $n_{\text{diffraction}}$ is the diffraction index of the mean); $\phi$ represents the initial phase of the light wave.

The wave-vector magnitude is

$$k = \frac{2\pi}{\lambda} = \frac{E_{\text{photon}}}{\hbar c},$$

(1.32)

where $\lambda$ is the wavelength, $\hbar$ is the reduced Planck constant and $E_{\text{photon}}$ is the energy of the photon.

Due to the assumption of elastic scattering, the incoming photon has the same energy of the outgoing photon,

$$|k_{\text{in}}| = |k_{\text{out}}| = k.$$  

(1.33)

Due to the assumption of coherent scattering, the relation between the phase of the incoming and outgoing photon is fixed. For this reason the phase $\phi$ will be omitted in the formulas. Moreover, in order to simplify the calculation, also the temporal part $\omega t$ and the polarization of the wave will be neglected. Under this assumption, the Equation 1.31 reduces to:

$$E_{\text{in}}(r, t) \propto e^{-ik_{\text{in}} \cdot r}.$$  

(1.34)

The incoming photon interacts with the electrons in the atoms and it scatters in a coherent way emitting a spherical wave. The electric field of the emitted spherical wave is expressed as:

$$E_{\text{diff}}(\rho, t) \propto \frac{e^{k_{\text{out}} \rho}}{\rho} \propto e^{k_{\text{out}} \rho},$$  

(1.35)

where $\rho$ is the distance vector from the atom to the observation point.

For each single atom the emitted outgoing wave is

$$E_{\text{out}}(r, t) \propto E_{\text{diff}}(\rho, t)E_{\text{in}}(r, t),$$  

(1.36)

that is

$$E \propto e^{-ik_{\text{in}} \cdot r} e^{k_{\text{out}} \rho}.$$  

(1.37)

In order to write Equation 1.36 in the coordinate of the observer, the vector $R$ is introduced. It defines the position of the observer with respect to the axis origin. In order to simplify the calculations, it is assumed also that the observer is far away from the sample, namely, the dimensions of the target are negligible in comparison to the distance between
the target and the observer, $R \gg r$. This approximation allows considering $\rho \parallel R$. Thus, due to these geometry assumptions,

$$\rho = R - r \cos \theta,$$

(1.38)

so the Equation 1.37 can be rewritten as

$$E \propto e^{-ik_{\text{in}}r} e^{ik_{\text{out}}R} e^{-ik_{\text{out}}r \cos \theta}.$$  

(1.39)

The $e^{ik_{\text{out}}R}$ factor does not play a role in the interference phenomenon as it is a constant factor.

As the scalar product between two vectors is defined as

$$r \cdot k_{\text{out}} = k_{\text{out}} r \cdot \cos \theta,$$

(1.40)

Equation 1.39 becomes

$$E \propto e^{-ik_{\text{in}}r} e^{ik_{\text{out}}r}.$$  

(1.41)

Defining the transferred wavevector as

$$\Delta k \equiv k_{\text{out}} - k_{\text{in}},$$

(1.42)

Equation 1.41 becomes

$$E_{\text{out}}(\Delta k) \propto e^{-i\Delta k \cdot r}.$$  

(1.43)

Due to the superimposition principle [20], considering all the atoms in the target the resulting outgoing wave light can be expressed as

$$E_{\text{out}}^{\text{tot}}(\Delta k) \propto \sum_{N_{el}} e^{-i\Delta k \cdot r_{N_{el}}}.$$  

(1.44)

This formula can be extended to the continuum, by introducing the electronic density, $n_{el}(r) = \frac{dN_{el}}{dV}$, $N_{el}$ being the number of free electrons in the volume $V$ where they are included.

Equation 1.44 can then be rewritten as [19]:

$$E_{\text{out}}^{\text{tot}}(\Delta k) \propto \mathbf{F}(\Delta k) = \int_V n_{el}(r) e^{-i\Delta k \cdot r} dV.$$  

(1.45)

This is the definition of the electronic form factor of an object sample. According to Equation 1.28, this is the Fourier transform of the electronic density.

Thus, ideally, by knowing $E_{\text{out}}^{\text{tot}}(\Delta k)$ it is possible to extract the electronic density of the target $n_{el}(r)$ (see Equation 1.30):
\[ n_{\text{el}}(r) \propto 1/V_k \int_{V_k} E(\Delta k) e^{i\Delta k \cdot r} d\Delta k. \] (1.46)

In other words, in the ideal case it is possible to reconstruct the spatial electronic distribution of a target by knowing the form factor, namely the electric field of the wave emitted when a target is hit by a light wave.

In reality, the measured physical quantity is \( I(\Delta k) \), the intensity of light (number of photons), which corresponds to the module squared of the electric field,

\[ I(\Delta k) \propto |E(\Delta k)|^2 \propto |F(\Delta k)|^2. \] (1.47)

The inversion of this formula is not trivial, as the information regarding the phase is lost due to the presence of the module. In order to solve this type of problems phase retrieval algorithms are used [23].

### 1.6.1 Scattering on crystal

In the last subsection the relation between the Fourier transform and the form factor has been explained. In this section a particular case will be illustrated. It describes what happens when X-rays scatter on a crystal. Crystals are solid materials which present a periodic internal structure, namely, they are composed by the same primitive cell repeated with a regular pattern on a lattice. The mathematical description of the periodic structure of a crystal is given by a the Bravais lattice, [19].

### 1.6.2 Bravais lattice

The Bravais lattice [19] (in a three dimensional space) is defined as the set of positions described by the equation

\[ R_n = n_1 a_1 + n_2 a_2 + n_3 a_3, \] (1.48)

where \( a_1, a_2, a_3 \) are non-coplanar vectors, named primitive vectors of the Bravais lattice; \( n_1, n_2, n_3 \) are integer numbers, the notation \( n \) indicates the three indexes in a vector representation.

In case of a bi-dimensional lattice, \( a_3 = 0 \) and \( a_1, a_2 \) are non-parallel vectors. The so-called primitive cell is the smallest volume (or surface) unit which can describe any part of the lattice by using only translations.

Assuming that the primitive cell has an electronic density \( n_{\text{el}}(r) \), due to the periodic pattern of the lattice, the electronic density satisfies the equation:

\[ n_{\text{el}}(r) = n_{\text{el}}(r + R_n). \] (1.49)

Due to the periodic pattern of the lattice, the function \( n_{\text{el}}(r) \) can be written as Fourier series, [19]:
where the coefficients $n_{G_m}^*$ can be calculated by the Fourier transform

$$n_{G_m}^* = \mathcal{F}[n_{el}(r + R_n)].$$

(1.51)

Equation 1.50 holds for each value of $R_n$, including $R_n = 0$. Putting $R_n = 0$ in the Equation 1.50 and considering Equation 1.49, it follows that:

$$e^{iG_m \cdot R_n} = 1,$$

(1.52)

which is equivalent to [19]

$$G_m \cdot R_n = 2\pi N,$$

(1.53)

where $N$ is a positive or negative integer number.

The solutions of Equation 1.53 in a 2D space are,

$$\begin{cases} G_m = m_1 b_1 + m_2 b_2, \\ b_j \cdot a_i = 2\pi \delta_{ij}, \end{cases}$$

(1.54)

and

$$\begin{cases} b_1 = 2\pi \frac{\hat{v} \times \hat{v}}{|a_1 \times a_2|}, \\ b_2 = 2\pi \frac{\hat{v} \times \hat{v}}{|a_1 \times a_2|}, \end{cases}$$

(1.55)

where $R_n = n_1 a_1 + n_2 a_2$, and $\hat{v}$ is a unitary vector perpendicular to the plane defined by the two vectors $a_1$ and $a_2$.

Similarly, the solutions for $G_m$ in a 3D space are, [19]:

$$\begin{cases} G_m = m_1 b_1 + m_2 b_2 + m_3 b_3, \\ b_j \cdot a_i = 2\pi \delta_{ij} \end{cases},$$

(1.56)

which translates into:

$$\begin{cases} b_1 = \frac{2\pi}{\Omega} (a_2 \times a_3), \\ b_2 = \frac{2\pi}{\Omega} (a_3 \times a_1), \\ b_3 = \frac{2\pi}{\Omega} (a_1 \times a_2), \end{cases}$$

(1.57)

where $\Omega$ is the volume of the primitive cell:

$$\Omega = a_1 \cdot (a_2 \times a_3).$$

(1.58)

The ensemble of the $G_m$ vectors composes the reciprocal lattice. The Figure 1.14 shows an example of a 2D lattice and the corresponding reciprocal lattice. The primitive vectors
of the direct lattice and the corresponding transformed vectors in the reciprocal lattice are shown. The angle between the vectors \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \), \( \theta_a \), in the reciprocal lattice becomes \( \theta_b = 180 - \theta_a \).

![Diagram](image)

**Figure 1.14:** An example of how the primitive vector of a direct lattice (on the left) are transformed in the reciprocal lattice (on the right). The angle between the vectors, in the direct lattice, \( \theta_a \), in the reciprocal lattice becomes \( \theta_b = 180 - \theta_a \).

### 1.6.3 Laue equations

Assuming a given electronic density \( n_{el}(\mathbf{r}) \), due to the periodic pattern of the lattice, the electronic density can be decomposed using the Fourier transform, [22],

\[
n_{el}(\mathbf{r}) = \sum_{\mathbf{G}_m} \bar{n}_{el}^*(\mathbf{G}_m) e^{i\mathbf{G}_m \cdot \mathbf{r}}. \tag{1.59}
\]

Thus, the form factor can be calculated using the definition of Equation 1.45,

\[
F(\Delta \mathbf{k}) = \int_V n_{el}(\mathbf{r}) e^{-i\Delta \mathbf{k} \cdot \mathbf{r}} dV, \tag{1.60}
\]

\[
F(\Delta \mathbf{k}) = \int_V \sum_{\mathbf{G}_m} \bar{n}_{el}^*(\mathbf{G}_m) e^{i\mathbf{G}_m \cdot \mathbf{r}} e^{-i\Delta \mathbf{k} \cdot \mathbf{r}} dV, \tag{1.61}
\]

\[
F(\Delta \mathbf{k}) = \sum_{\mathbf{G}_m} \bar{n}_{el}^*(\mathbf{G}_m) \int_V e^{i(\mathbf{G}_m - \Delta \mathbf{k}) \cdot \mathbf{r}} dV. \tag{1.62}
\]

Considering an infinite volume, Equation 1.62 becomes:
\[ F(\Delta k) \approx \sum_{G_m} n_{el}^*(G_m) \delta(G_m - \Delta k). \] (1.63)

The form factor becomes

\[ F(\Delta k) = \begin{cases} 
  n_{el}^*(G_m) & \text{if } \Delta k = G_m \\
  0 & \text{if } \Delta k \neq G_m .
\end{cases} \] (1.64)

Therefore, in an ideal case the form factor is different from zero if

\[ \Delta k = G_m . \] (1.65)

This equation is the diffraction condition, called also Laue’s condition, [19].

The indexes \( m_1, m_2, m_3 \), of the reciprocal lattice \( G_m \) are known as Miller indexes and they are usually denoted by the letters \( h, l, k \). Equation 1.53 becomes

\[ G_{hkl} \cdot R_n = 2\pi N , \] (1.66)

which can be decomposed in three equations:

\[ \begin{cases} 
  G_{hkl} \cdot a_1 = 2\pi h \\
  G_{hkl} \cdot a_2 = 2\pi k \\
  G_{hkl} \cdot a_3 = 2\pi l
\end{cases} . \] (1.67)

Equations 1.67, using Laue’s condition, can be written as

\[ \begin{cases} 
  \Delta k \cdot a_1 = 2\pi h \\
  \Delta k \cdot a_2 = 2\pi k \\
  \Delta k \cdot a_3 = 2\pi l
\end{cases} , \] (1.68)

defining the so-called Laue equations, [19].

The meaning of Equation 1.65 and 1.68 is the following: for photon scattering on a crystal with a defined lattice, the diffraction pattern, which is equivalent to the crystal form factor, corresponds to the vectors of the reciprocal lattice. In other words, in a coherent scattering on an ideal crystal, constructive interference occurs when the momentum transferred \( \Delta k \) corresponds to a vector of the reciprocal lattice \( G_m \). An example is given in Section 1.6.5.

### 1.6.4 Bragg’s law

The X-ray diffraction process can be further simplified introducing Bragg’s law, [19]. Bragg’s law, similarly to Laue diffraction, assumes that the photons scattered on the atoms creating spherical wave, which interfere with each other. The simplification of
Bragg’s law consists in considering the interaction of photons as the reflection of light waves on the parallel planes of the crystal.

For a reciprocal lattice defined as

\[ G_{hkl} = h\mathbf{b}_1 + k\mathbf{b}_2 + m\mathbf{b}_3, \]  

(1.69)

the distance between parallel planes is given by [19]:

\[ d = \frac{2\pi N}{|G_{hkl}|}, \]  

(1.70)

where \( N \) is an integer number. Taking \( N = 1 \), Equation 1.70 provides the distance between two consecutive planes of the crystal.

A sketch of a light wave scattering on a crystal is shown in Figure 1.15. The light of wavelength \( \lambda_{in} \) scatters on two planes of the crystal placed at a distance \( d \). The path traveled by the light interacting with the second plane is longer than that of the light interacting with the first plane. Due to the wave nature of the light, constructive interference appears when the difference between the two paths corresponds to an integer multiple of the wavelength.

The length of the segment AB is:
\[ L_{AB} = d \cdot \sin \theta, \quad (1.71) \]

which corresponds to half of the difference between the path lengths. The total difference between the paths is given by

\[ L_{AD} = 2d \cdot \sin \theta. \quad (1.72) \]

The interference between the light waves is constructive if \( L_{AD} \) corresponds to an integer multiple of incoming wavelength, \( \lambda_{in} \). Bragg’s law reads then

\[ 2d \cdot \sin \theta = N \cdot \lambda, \quad (1.73) \]

where \( N \) is an integer number.

Bragg’s law can be also directly extracted from Laue’s condition.

Figure 1.16: Incoming and outgoing wavevector geometry. \( k_{in} \) (\( k_{out} \)) indicates the wavevector of the incoming (outgoing) light wave.

The momentum transferred \( \Delta k \) is defined as

\[ \Delta k \equiv k_{out} - k_{in}. \quad (1.74) \]

Due to the assumption of elastic scattering, \( k_{in} = k_{out} \), (see Figure 1.16) and due to geometrical considerations, the module \( \Delta k \) can be expressed as

\[ \Delta k = 2k \sin \theta. \quad (1.75) \]

By including the relation between the module \( k \) and the wavelength \( \lambda \),

\[ k = \frac{2\pi}{\lambda}, \quad (1.76) \]

the condition needed to observe constructive interference (Equation 1.72) can be written as

\[ \Delta k = \frac{2}{\lambda} \cdot 2k \sin \theta. \quad (1.77) \]

Due Laue’s condition, Equation 1.65, constructive interference occurs if

\[ \Delta k = G. \quad (1.78) \]
where $G$ is a vector of the reciprocal lattice.

Therefore, expressing Equation 1.78 in terms of modules, Laue’s condition can be written as:

$$|G| = |\Delta k|.$$  \hfill (1.79)

So Equation 1.70 can be written as

$$\Delta k = \frac{2\pi N}{d}.$$  \hfill (1.80)

Considering Equation 1.80 and 1.77, it is obtained:

$$2\frac{2\pi}{\lambda}\sin \theta = \frac{2\pi N}{d},$$  \hfill (1.81)

which is equal to

$$2d \cdot \sin \theta = N \cdot \lambda,$$  \hfill (1.82)

which is Bragg’s law, [19]. An example of an application of this formula is given in the next section.
1.6.5 Examples of diffraction

Figure 1.17: Examples of distributions in the real space (left column) and reciprocal space (right column). A simulated lattice with a step of 1 a.u. and total dimension of 10 a.u. x 10 a.u. is shown in (a) and (c); the corresponding distributions in the reciprocal space are shown in (b) and (d).

The plots in Figure 1.17, Figure 1.18 and Figure 1.19 show a comparison between direct and reciprocal space. The pattern in the reciprocal space gives the form factor and the diffraction pattern which is observed in a scattering on the distribution given in the direct space. The calculation has been performed by using the numerical Fast Fourier Transform [24] [25] in a 2D space. The plots in the left column show a map, which is the distribution in the real space corresponding to the physical quantity of the electronic density $n_{el}$. The plots in the right column show the squared module of the form factor, or the intensity of the diffraction pattern, which is the module squared of the Fourier Transform of the
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Figure 1.18: Examples of distributions in the real space (left column) and reciprocal space (right column). A simulated lattice has a step of 1 a.u. and total dimension of 10 a.u. x 10 a.u.. In (a) three crystals randomly positioned and rotated with respect to each other are shown in the real space. The corresponding distribution in the reciprocal space is shown in the (b). In (c), the distribution for 20 crystals in the real space with random position and rotation with respect to each other is shown. In (d), the corresponding distribution in the reciprocal space is shown.
Figure 1.19: Example of distributions in the real space (left column) and in the reciprocal space (right column). In (a), the distribution for 10000 crystal in the real space is shown and in (b) the corresponding distribution in the reciprocal space is shown. The histogram (c) shows the intensity observed in the reciprocal space, in case of diffraction from the pattern shown in (a), as function of the distance from the central spot in (b).
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electronic density in the real space. The intensity \( I(\Delta k) \propto |F(\Delta k)|^2 \) is proportional to the number of scattered photons in the interaction of light with the crystal having the pattern shown in the left plots.

In Figure 1.17(a) a finite lattice is simulated. The lattice constant (the minimum distance between the lattice points) was fixed to 1 arbitrary units (a.u.), and the total size of the simulated crystal was 10 a.u. × 10 a.u.. Figure 1.17(c) shows a zoom of the same lattice of Figure 1.17(a). The intensity \( I(\Delta k) \) is shown in Figure 1.17(b), and zoomed in Figure 1.17(d). The resulting grid in the reciprocal space has a step equal to \( 2\pi \) a.u.\(^{-1} \) in agreement with Equation 1.53.

Figures 1.17(d) and 1.17(b), the most intense peaks in intensity correspond to the reciprocal lattice. Moreover, a series of repeated weaker peaks can be observed. The distance between those peaks is \( 0.2 \cdot \pi \) a.u.\(^{-1} \), which in the real space this distance corresponds to \( \frac{2\pi}{0.2\cdot\pi\text{ a.u.}^{-1}} = 10 \) a.u., the total dimension of the simulated crystal.

Figure 1.18(a) shows an example with three crystals at a random position, rotated respect to each other. In Figure 1.18(b) the form factor is shown; the superimposition of three reciprocal lattice rotated with respect to the center can be observed. Figure 1.18(c) and 1.18(d) show an example with 20 crystals; in the reciprocal space it is possible to observe the formation of structures similar to rings.

Figures 1.19(a) and 1.19(b) show the case of 10000 crystals randomly positioned and rotated. In Figure 1.19(b), rings structures are clearly observable. This result is similar to what is usually observed with a diffraction of X-rays on a crystal powder. For a better visualization, Figure 1.19(c) shows the intensity distribution as a function to the distance from the center. It is possible to clearly observe intensity peaks. Excluding the values close to zero, the first peak corresponds to the minimum distance of the peaks in the reciprocal lattice, which is the step of lattice, \( hk = 01 \) or \( hk = 10 \), corresponding to \( 1 \cdot 2\pi \) a.u.\(^{-1} \). The second peak corresponds to the first diagonal of the squared lattice, \( hk = 11 \). The radius is equal to \( \sqrt{2} \cdot 2\pi \) a.u.\(^{-1} \). The third peak corresponds to \( hk = 02 \) or \( hk = 20 \), the correspondent in the reciprocal space is equal to \( 2 \cdot 2\pi \) a.u.\(^{-1} \). The fourth peak corresponds to the diagonal of \( hk = 12 \) or \( hk = 21 \), which is equal to \( \sqrt{12+2^2} \cdot 2\pi \) a.u.\(^{-1} = \sqrt{5} \cdot 2\pi \) a.u.\(^{-1} \) in the reciprocal space.

The weaker peaks appearing between the central spot and the first peak of \( 1.0 \cdot \pi \) a.u.\(^{-1} \) have a distance between each other of \( 0.2 \cdot \pi \) a.u.\(^{-1} \), which corresponds in the real space to 10 a.u., the total dimension of the simulated crystal.

Figure 1.19(b) shows also rings, which seem to be "reflected" by the sides of the map. This effect is caused by the numerical Fourier Transform windowing [26], which is out of the scope of this thesis.

Figure 1.20 shows an image acquired at ESRF with one of the 2D pixel detectors developed for European XFEL, the Large Pixel Detector (see section 2.2.2). The diffraction pattern at 15.5 keV X-rays on silicon powder is shown. Using the Bragg’s law, it is possible to calculate the expected radius of the rings, and here below the calculation of the
radius of the first ring is shown.

Figure 1.20: An example of X-ray scattering on silicon powder. The X-rays were generated at the ID09 beamline at ESRF, Grenoble, France. The image was obtained using the LPD detector. The X-ray energy was 15.2 keV and the position of the first ring is estimated to be at \( \sim 3.3 \) cm from the center. Courtesy of P.M.Lang, Detector Group, European XFEL.

The energy of the X-ray beam was \( E_{\text{beam}} = 15.2 \) keV and the distance between the detector plane and the silicon powder sample was \( \sim 13 \) cm. The lattice constant of a silicon crystal is \( a = 5.43 \) Å, and due to the Si lattice structure the minimum distance between two planes [27] is given by \( d_{hkl=111} = a/\sqrt{3} \), which corresponds to

\[
d_{111} \simeq 3.13 \text{ Å} .
\]  

(1.83)

The wavelength of the X-rays can be calculated from the energy as

\[
\lambda = \frac{hc}{E} \simeq \frac{12.4 \text{ ÅkeV}}{E_{\text{beam}}[\text{keV}]} .
\]  

(1.84)

For the \( E_{\text{beam}} = 15.2 \) keV gives

\[
\lambda = 0.812 \text{ Å}
\]  

(1.85)

According to Bragg’s law the first peak is observed at an angle:

\[
\theta = \arcsin \left( \frac{\lambda}{2d} \right) .
\]  

(1.86)

For this case, with \( d = d_{111} = 3.31 \) Å, \( \theta \) is

\[
\theta \simeq 0.1229 \text{ rad} .
\]  

(1.87)

For a detector positioned at a distance \( D \simeq 13 \text{ cm} \) from the sample, the radius of the first diffraction ring corresponds to
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In isolated atoms, the electronic states are discrete, [28]. When two identical atoms come close enough, the original energy levels split in two. In case of \( n \)-atoms, each level splits \( n \)-times. In case of an extended solid crystal the number atoms is huge. For instance, an amount 28g of silicon, which corresponds to one mole is composed by \( \sim 6 \cdot 10^{23} \) atoms (Avogadro’s number). When a system contains so many atoms, like a crystal, the electronic levels are so dense that they can be considered a continuum. In Figure 1.21 the concept is shown. This continuum of states is called band, [19].

\[ r = D \cdot \tan(2\theta) \simeq 3.26\text{cm} . \] (1.88)

In Figure 1.20, the position of the first ring can be extracted. The pixel size of the LPD is 0.5 mm, so the position of the first peak is \( r \simeq 34\text{mm} \). This is in good agreement with number expected from Bragg’s law.

In a crystal, the possible energy states of the electrons are described by bands. In case of a metal, the conductive and valence bands are overlapping, so the electrons occupy also the conductive band. In case of an insulator, there is a big gap between the conductive and the valence band and, at room temperature, the probability that an electron is in the conduction band is negligible. On the other hand, a semiconductor presents a small band gap. Usually, it is of the order of 1 eV. Due to the electron statistics (Fermi distribution, [19]) semiconductors are weak conductors at room temperature and insulators at absolute zero.

In order to increase the conductivity of semiconductors it is possible to add impurities (doping) in the semiconductor crystal. The doping elements replace an atom on the crystal modifying the electronics structures. Doping is distinguished between n-type and p-type.
Figure 1.22: A sketch of the bands of metals, semiconductors, insulators (a). In metal the conduction and valence band are overlapping, in semiconductors the gap is small (~ 1 eV) and in insulator is large (≫ 1 eV); the Fermi distribution (b) gives the probability of occupancy of an energy state by an electron at given temperature.

In the case of silicon (Si), the n-type doping is obtained by replacing in the Si crystal one atom by an atom of a 5-electron valence element (for example Gallium or Arsenic). When an atom of the Si crystal is replaced by one of these elements, one electron of the elements becomes free in the crystal. The n-type impurities are called donors because once in the crystal they release an electron in the conduction band.

The p-type doping is obtained by replacing in the Si crystal one atom by an atom of a 3-electron valence element (for example Boron or Alluminium). When an atom of the crystal is replaced by one of these elements, one electron on the covalent bond of the silicon is captured by the doping atom. For this reason, this type of impurities are called acceptors; the lack of electrons in the crystal creates a so-called hole, which behave like a positive charge.

In order to explain the working principle of a solid-state diode, here the basic structure of a semiconductor device, the PN-junction, is described.

The PN-junction is the interface between two regions of a single semiconductor crystal, p-type doped on one side and n-type on the other side. Due to the opposite charges, the holes present on the p-side are attracted by the electrons on the n-side, and viceversa, and they recombine.

In the n-type doped side, the electrons are the majority charge carriers and only a small amount of holes, generated by thermal excitation, are present. Therefore they are called
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Minority charge carriers.

Vice versa, in the p-type doped part, the holes are the majority carriers, and the electrons are the minority. Electrons can be generated in the p-type side due to thermal excitation. Due to diffusion, the majority charge carriers pass through the PN-junction interface and they recombine by letting behind charged ions in zone adjacent to the junction. The ions generate an electric field which opposes to the diffusion of other charges. Thus, in the zone in proximity of the interface, no free charge carriers are available (depletion zone). The static electrical field induces a drift current of minority charge carriers which at equilibrium compensate the diffusion current, so globally at equilibrium no current is present in the PN-junction.

If a voltage is applied to the PN-junction as forward bias (positive in the p-side and negative in the n-side), the majority charge carriers (the electrons in the n-side, and holes in the p-side) are pushed toward the junction. Therefore, they will neutralize the electric field and the depletion zone dimension will be reduced. If the voltage applied increases, the depletion zone can become so thin that the drift current of the minority carriers can not anymore compensate the diffusion current. Therefore, globally a current
given mainly by the diffusion of the majority charges can flow between the two side of the PN-junction. In conclusion the forward-bias PN-junction lets a current flow. In order to avoid to destroy the device, usually an external limiter of current (resistor) is required.

In case of reverse bias (positive voltage applied to the n-side and negative to the p-side), the electrons are pushed away from the junction. This increases the dimension of the depletion zone, therefore the diffusion current is drastically reduced. The main contribution to the global current is given by the drift of the minority charges. In reverse bias the PN-junction lets only a small current flow – called saturation current – not strongly related to the bias but determined by the minority charges concentration in the junction.

The saturation current depends on the number of minority carriers available. The minority carriers (holes in the n-type, and electron in the p-type) are generated when the electrons acquire enough energy to be excited to the conduction band. This can happen due to thermal effects or by external excitations, due e.g. photons. For this reason a solid state diode can be used as a photo-diode.

When X-rays or lower energy photons interact in a semiconductor, the most probable interaction is the photon absorption. The energy is deposited in the material and electron-hole pairs are created. The minimum photon energy required for create a hole-electron pair is given by the energy gap between the valence and the conduction band. In silicon photodiodes, the average energy needed to create an electron-holes pair is by $3.6 \text{ eV}$, that means $278 \text{ electrons/keV}$.

In case the PN-junction is not biased, the photons interacting in the depletion zone create an electron-hole pairs. Due to the static electrical field, the electrons drift to the n-side and the holes to the p-side. If the PN junction closed with a resistor is illuminated with a flux of photons a current will flow, see the scheme in Figure 1.25. This effect is called photo-voltaic effect.

![Figure 1.25: A photodiode in the photovoltaic configuration. When the diode is hit by photons, a current flows in the circuit.](image)

As in the previous case, in case the PN-junction is reversely biased, the photons interacting in the depletion zone create charges, and therefore a current. The main advantage of the reverse bias is that the depletion zone is much larger than when the diode is not bias, so the area where the photons can be detected is larger. Moreover, for the same reason, the capacitance of the junction is smaller, allowing a faster signal measurement and lower noise. This is the typical configuration used in photon detectors. A scheme of the photodiode under reverse bias is given in Figure 1.26.
The photodiode is not used in forward bias because the current is mainly driven by the majority charges carrier which are independent on the photons incoming.

The working principle of the PN-diode described is also valid for the so-called PIN-diode, which uses the PIN-junction [29]. This junction is composed by a semiconductor crystal doped P-type on one side, doped N-type on the other side and a central zone let without doping (intrinsic semiconductor, I-type). In the PIN diode, the depletion zone is mainly defined by the intrinsic semiconductor zone, [29]. Increasing the depletion zone, the volume where the photons conversion occurs, increases; improving the performance as photons detection.

For the detection of X-ray photon the silicon sensors takes advantage the basic principle illustrated in this section. Silicon-based detectors used at the European XFEL are described in Chapter 2 and the type of sensors used by the DSSC detector are described in Section 3.1 and 3.2.
2 The European XFEL

The European X-ray Free Electron Laser [4] is a new X-ray facility inaugurated on September 1st, 2017. It is the most powerful and brilliant X-ray source ever built, see Figure 2.1. Comparing with the Linac Coherent Light Source at SLAC (LCLS), the European XFEL covers a wider energy range and has roughly one order of magnitude higher peak brilliance. Other free electron lasers (FELs), such as FLASH, cover a complementary energy range. Free electrons lasers like the XFEL.EU, the LCLS and FLASH have a much higher peak brilliance compared with synchrotron, the number of photons per second is however in some cases comparable.

Figure 2.1: Peak brilliance of free electron lasers versus third generation synchrotron light sources, [30].

The European XFEL facility extends for about 3.4 km with an underground tunnel be-
tween the DESY campus (Hamburg) and the XFEL.EU head quarter (Schenefeld, Schleswig-Holstein). The Figure 2.2 shows an aerial photo of the facility.

Figure 2.2: The European XFEL X-ray laser is a 3.4-km-long facility which runs essentially underground. The three sites (framed in red) are located in Hamburg (DESY-Bahrenfeld and Osdorfer Born) as well as in the south of the city of Schenefeld (Pinneberg district, Schleswig-Holstein). - Copyright European XFEL / FHH, Landesbetrieb Geoinf. und Vermessung, [5].

Figure 2.3: A sketch of the XFEL.EU’s time-structure as defined in [4]. A train of 2700 pulses is produced every 0.1 s. The distance between the pulses in the train is 222 ns and the width of the pulses is < 100 fs.

The XFEL.EU features a unique time structure [4] shown in Figure 2.3. It produces a train of 2700 pulses with a 222 ns (4.5 MHz) separation time from each other. The train is repeated every 0.1 s. The light pulses have a really narrow time shape, with a full width half maximum < 100 fs.

The Figure 2.4 is a block diagram showing the main components of the European XFEL.
The first stage of the machine, the electron injector is located in the DESY [31] campus. The electrons are extracted from a cathode using a pulsed UV-laser which defines the electron bunch timing. The produced electrons are accelerated up to 17.5 GeV by a linear accelerator. The linear accelerator stage is composed of super-conductive resonator cavities kept at 2 K. There are 768 modules, they extend for about 1.7 km between the DESY campus and the Hamburg urban district Osdorfer Born, [5].

In order to produce the photons, the accelerated electrons pass through an undulator system named SASE, as the name of the physical process which generates the coherent photons. The basic working principle of undulators and the SASE phenomenon is described in Section 1.4. At the XFEL.EU three beamlines are present at under construction, while five are planned for a later stage. The SASE1 and SASE2 beamlines can produce photons in an energy range between 3 keV to more than 25 keV. The SASE3 beamline generates soft X-rays with an energy between 0.26 keV and 3 keV.

The FEL X-rays reach the XFEL.EU instruments at the end of the SASE tunnels. The instruments foreseen at present are six (two per beamline) and they are shortly described in the next section.

2.1 Instruments and Experiments

To make a wide range of experiments possible, the XFEL.EU facility provides to the users six different end-stations, each with different features. The linear machine as XFEL.EU allows only a limited number of experiments. Therefore six big classes of experiments have been selected to cover the needs of the scientific community. The end-station instruments are designed to allow specific classes of experiments. Despite the diverse type of experiments the basic layout of the instruments is common and includes similar features.

In each instrument it is possible to tune the beam shape and the focus of the X-rays beam by acting on the mirrors and the lenses. The available diagnostic devices allow monitoring continuously the properties of the beam.

An optical laser is also available to the instruments; it can be used for stimulating the sample and characterize the evolution of its properties with time using pump-probe techniques. In them, the optical laser can excite the sample before the arrival of the FEL
The European XFEL shot. This brings the sample to an excited state: by changing the delay between the FEL pulse and the optical laser it is possible to study the temporal evolution of the sample, [32]. Figure 2.5 shows a 3D sketch a pump-probe experiment.

Figure 2.5: The ultrashort, ultrahigh-intensity X-ray laser pulses of the European XFEL enable studies of ultrafast processes in chemistry. Synchronized optical laser pulses (red) active a sample, here shown dissolved in a liquid jet, initiating a chemical reaction. X-ray laser pulses (blue) immediately follow the optical laser, with the resulting scatter recorded by a detector (right). Several of these pulses image different stages of the chemical reaction as it happens, and the data can be arranged sequentially to form a super slow-motion "molecular movie" of the reaction. Copyright European XFEL, [5].

Each end-station has its specific sample environment in which the FEL interacts with the sample. Depending on the type of experiment, the sample environment can be different. For example, in some experiments small samples are injected in ultra high vacuum with a special sample injector; in other experiments a solid target is hold by a special manipulator. In some cases it is possible that pulsed magnetic fields or controlled high temperatures are needed.

The typical types of experiment performed or to be performed at the European XFEL can be divided in two big groups. There are experimental techniques that combine them thus allowing much detail understanding of the materials under investigation.

- The first group includes the spectroscopy, experiments where the FEL excites the electrons of the sample to a higher energy state. The electrons then decay to a lower energy state by emitting photons or electrons. By measuring the energy of
the emitted particles, it is possible to obtain information about the possible energy states of the electrons in the sample. This group of experiments uses spectrometers for measuring the energy of the outgoing photons and time-of-flight devices for measuring the electron and the ion energies.

• The second group of experiments uses coherent scattering of photons on a sample. The produced diffraction pattern gives information on the internal structure of the sample, such as the electron density at a given electronic state. In some cases the high power of the FEL pulse destroys the sample: however studies [33] have demonstrated that the information on the internal structure of the sample is retained in the diffraction image if the pulse is short enough, as the diffraction is produced before the sample looses its structure.

As explained in Section 1.6, depending on the spatial distribution of the sample, in some experiments really intense Bragg peaks (or circles) are present, for example in case of regular spatial structures (like crystals). In other cases, like for example non-structured materials, the diffraction image shows a more uniform scattering pattern.

These differences, considering also the different energy ranges and the fast XFEL.EU time structure, drive the requirements for the imaging detectors.

An overview of the XFEL.EU beamlines and end-stations is given in Figure 2.6 and a short description list is given below, [5].

• Beamline: SASE1
  – **SPB/SFX**
    *Single Particles, Clusters and Biomolecules and Serial Femtosecond Crystallography.*
    Ultrafast coherent diffraction imaging of single particles, clusters and biomolecules: structure determination of single particles (atomic clusters, biomolecules, virus particles, cells), serial femtosecond crystallography.

  – **FXE**
    *Femtosecond X-ray experiments.*
    Time-resolved investigations of the dynamics of solids, liquids, gases.

• Beamline: SASE2
  – **MID**
    *Materials imaging & dynamics.*
    Structure determination of nanodevices and dynamics at the nanoscale.
Figure 2.6: The XFEL beamlines layout. [4] Copyright European XFEL. In the table under the Figure, the characteristics of the different SASEs (SASE1, 2 and 3) such as wavelength and energy are described.

### Characteristics of Different SASEs

<table>
<thead>
<tr>
<th>SASE</th>
<th>Wavelengths</th>
<th>Photon Energy</th>
<th>Instruments</th>
</tr>
</thead>
<tbody>
<tr>
<td>SASE1</td>
<td>0.4 nm to below 0.05 nm</td>
<td>3 keV to over 25 keV</td>
<td>SPB/SFX, FXE (SASE 1), SQS, SCS</td>
</tr>
<tr>
<td>SASE2</td>
<td>0.05 nm - 0.4 nm</td>
<td>0.26 keV to 3 keV</td>
<td>MID, HED (SASE 2)</td>
</tr>
<tr>
<td>SASE3</td>
<td>0.4 nm - 4.7 nm</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Legend:**
- SASE: Single Particles, Clusters, and Biomolecules and Serial Femtosecond Crystallography
- MID: Materials Imaging and Dynamics
- HED: High Energy and Dense Materials Imaging
- Linear accelerator for electrons (10.5, 14.0, 17.5 GeV)
- Undulator
- Photon tunnel
- Electron switch
- Electron dump
- Electron bend
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- HED
  
  *High energy density matter.*
  
  Investigation of matter under extreme conditions using hard X-ray FEL radiation, e.g. probing dense plasmas.

- Beamline: SASE3
  - SCS
    *Spectroscopy & coherent scattering.*
    See Section 2.1.2.
  - SQS
    *Small quantum systems.*
    See Section 2.1.3.

2.1.1 The SASE3 beamline

A schematic layout of the SASE3 beamline, showing the different beamline elements is shown in Figure 2.7, [34].

Figure 2.7: The SASE3 schematic layout, [34]

In the FEL community the name "synchrotron radiation" is given to the radiation produced by the electron bunches in the first part of the undulator, namely, when the undulator works in low-gain regime see Section 1.4. The reason of such a naming is the fact that this radiation features a spectrum, which is similar to that of the X-ray radiation produced of synchrotrons, thus the is "synchrotron radiation" features a much broader spatial and spectral distribution (see Section 1.4).

This explains why the first device after the undulator system in a FEL is the Synchrotron Radiation Aperture (SRA). It is essentially an aperture surrounded by a block of boron carbide and tungsten (B₂C/W) which can absorb the synchrotron radiation. Due to the high energy deposited, this device needs to be cooled down. The cooling is made by a water circuit.

After the SRA, the K-Monochromator is present. It is used for tuning the K parameter of the undulators (see Section 1.4) of the undulator, and for optimizing the phase between two segments. The device is a system composed by two separated units: the first is a monochromator made of four crystal of Silicon, used to reduce the X-ray bandwitht to
a narrow range. The device is kept cold by a water circuit. Due to heating issues this device can be used only in single pulse bunch mode. The second segment includes a scintillator, a mirror and an optical camera. The recorded images give information on the monochromaticity of the beam. This measurement is destructive in the sense that the device is not transparent to X-ray radiation. So this device is used only in order to tune the undulator system.

The next component in the beamline is a X-ray gas monitor (XGM), a gas ionization chamber which contains a noble gas, like Krypton or Xenon. The incoming photons ionize the gas; the produced electrons and ions are accelerated in opposite directions by an electric field. By measuring the deposited charge it is possible to determine the beam intensity (from the amount of charge produced in the gas) and its position from the time the signal takes to reach the detector (delay). A similar concept is also used in the photo electron spectrometer (PES). It sits after the XGM and it has 16 circular segments. The aim of this device is to acquire information about the polarization of the beam. It takes advantage of the fact that in case of linearly polarized light, the electron emission has a privileged direction.

Both the XGM and the PES use the same gas pressure which is higher with respect to the rest of the beamline. For this reason, a differential pumping system is present before and after these elements. The gas used in the XGM and the PES is almost transparent to the FEL pulses due to the low photon-absorption cross-section, so these measurements can run continuously during the XFEL.EU operation.

In order to change the intensity of the FEL beam a Gas Cell Attenuator (GCA) is used. This device is a vacuum system containing a residual gas at a given pressure, which defines the attenuation. The pressure inside this device can be as high as 1 mbar, so a differential pumping system has to be used in order to keep the rest of the beamline under UHV conditions.

The photon optical camera (PIM) is a camera which uses a solid scintillator to obtain shape and intensity information of the beam. This is a non-transparent measurement and absorbs the soft X-rays, so the scintillator is removed when not needed.

Neglecting the collimators, the mirrors and the slits system the next device is the beam loss monitor (BLM). It is mainly a hole surrounded by scintillating material and optical sensors. It is used for monitoring the alignment of the beam. In case of strong misalignment, a stop signal can be sent to the machine in order to avoid damaging other devices. The information on the misalignment can also be used in the VETO mechanism of detectors during data collection, see Section 2.3.3.

At this stage of the beamline it is possible to insert the Micro Channel Plate (MCP) detector to precisely measure the FEL intensity. The measurement of the intensity as a function of the number of undulators used allows to obtain the so-called FEL gain curve. It serves to compare the lasing with theoretical simulations.

The beam goes through further collimation stages before passing through a monochro-
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A set of mirrors is used to focus the beam on a grating that select the photons within a narrow bandwidth of the incoming beam, and the outgoing beam is then collimated.

If required by the experiment after the monochromator stage, a X-rays splitter delay line (XBSD) can be inserted in the beam. This device splits the beam in two branches. The first branch has a fixed length path instead the second branch has a tunable length. By using a set of mirrors the two beam are merged together. This allows changing the delay between the two split pulses.

The next device in the beamline is the mirror switch (M5-6). It is a set of mirror used for switching between the instrument end-stations SCS, SQS and another possible future end-station. Slits are present after this mirror set for trimming of beam profile.

The last device in the beamline is the Photon Emission Calibration. It is an automatic manipulator equipped with a set of different materials useful to produce reference absorption lines, used for energy calibration purposes. Then, the XPP is a x-ray pulse picker, which is simply a chopper. It is useful during the commissioning phase as it allows selecting some pulses of the incoming bunch train. This helps avoiding damaging detectors or other devices.

Finally, the SASE3 beamline ends with a beam shutter (BSR), leading to the different end stations, SCS and SQS.

2.1.2 Spectroscopy & Coherent Scattering (SCS)

As described in the SCS conceptual design report [34], the SCS instrument provides a platform for different kind of experiments based on soft X-ray spectroscopy and coherent scattering. The schematic layout of the SCS beamline is shown in Figure 2.8.

![SCS schematic layout](image)

Figure 2.8: The SCS schematic layout, [34].

The first device of the SCS beamline is the alignment laser (ALAS). It is used to inject into the beam pipe an optical laser used for alignment purposes. This laser is aligned with the FEL beam so it can be used to check the alignment of the other devices.

Then, inside a differential pumping system, a gas monitor device (XGM) is present. This device is similar to that of the SASE3 beamline.

After the gas monitor an X-ray optical cross correlator (XOX) is placed in the beamline. It takes advantage of a particular property of thin films of silicon nitrate. The film is illuminated by an optical laser and by the FEL. The film material has the feature that the reflectivity drops down when the two pulsed sources, the laser and true FEL, are coincident in time and space. Using this feature it is possible to align in time the optical laser used for pump-probing and the FEL pulses.
The solid state attenuator (SAT) can be inserted in the beamline to fine tune the attenuation of the incoming beam. It is made of artificial diamond.

The Kirkpatrick-Baez focusing system [35][36] (KBS) is made of bent mirrors used to focus the FEL beam on the sample inside the environment chamber of the SCS experiment.

The Laser In-Coupling (LIN) is a device used to inject the optical laser beam for pump probing, and focusing it on the sample.

The sample chamber is the forward-scattering fixed target (FFT) chamber. It features a slot to include the devices used by sample handling. The chamber has a backward aperture for interfacing with an imaging detector. The imaging detectors which will be used are the DSSC (see Chapter 3) or the FastCCD, [37]. In order to be able to measure the diffraction pattern also very close to the beam in the place peperdicular to it, an additional detector can be installed more downstream in the beamline.

2.1.3 Small Quantum System (SQS)

![Diagram of SQS layout](image)

Figure 2.9: The SQS schematic layout

The SQS instrument aims at the investigation of the electronic and atomic structure and dynamics of soft matter, biological structures, magnetic materials and structures [38][39]. The instrument will allow the study of processes in atoms, ions, small molecules and clusters occurring in the interaction with very intense X-ray radiation using a variety of spectroscopy techniques [39].

As for SCS, the SQS instrument the first device is the alignment laser (ALAS) and a gas monitor used for monitoring the intensity of the beam (XGM). After that, the instrument features a position monitor (XPM), based on fluorescence light emitted by a crystal, and an optical camera. The KB-Optics (KBS) is a system of bent mirrors used to focus the X-ray beam.

The mirrors allow focusing the X-rays beam in two positions:

- the first position (F1) is inside the Atomic Quantum Structure chamber (AQS),
- the second (F2) is inside then Nano Quantum Size chamber (NQS).

The AQS is used to perform experiments on atoms or small molecules. The samples are injected in liquid-jets into the AQS chamber directly on the FEL beam. The interaction with the X-rays excites the sample, which becomes highly ionized; electrons, ions and photons are emitted. The emitted particles are measured with different detectors, such as an electron-time-of-flight spectrometer (eTOF), a velocity-map-imaging spectrometer...
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(VMI), a high-resolution XUV fluorescence spectrometer (HRFS) and a magnetic bottle electron spectrometer (MBES).

The NQS chamber is designed to perform experiments with big-clusters, bio-molecules and nano-clusters. The sample (in liquid or aerosol state) is injected directly into the beam. The detectors attached to the chamber and which can be used during the experiments are an electron/ion time-of-flight spectrometer, a Thomson parabola, a reaction microscope spectrometer (REMI) and an imaging detector. The detector used will be DSSC, which is described in Chapter 3.

After the NQS chamber and before the beam dump, other devices are used for diagnostic purposes, such as the measurement of the arrival time, the intensity and position of the FEL beam, [38].

2.1.4 Type of experiments at SCS and SQS

At SCS and SQS various types of experiments can be performed. The main difference between SCS and SQS is that in SCS the target is solid and it is fixed to an holder, while at SQS the environment chamber has been designed to use a sample diluted into a liquid, or in a aerosol form.

The main classes of experiment to be performed at the SCS and SQS beamlines include:

- Coherent X-ray diffraction imaging (CXDI),
- X-ray photon correlation spectroscopy (XPCS),
- Resonant elastic X-ray scattering (REXS),
- Resonant inelastic X-ray scattering (RIXS),
- Nonlinear X-ray spectroscopy (NLXS).

The CXDI is a technique taking advantage of the fact that if a sample is illuminated with a coherent light and the diffracted light is properly sampled by an imaging detector, it is possible to reconstruct uniquely the image of the sample by using phase retrieval algorithms, [23]. The technique can be done at selected resonances of the material under investigation therefore allowing extracting information of electronic and magnetic properties.

The XPCS [40] is a technique used to study the dynamics of a sample. Sequential frames of the diffraction patterns, normally in far field are measured. In this configuration the Bragg diffraction spots have a speckle structure. Recording with a fast imaging detector and information about the dynamics of the sample are extracted by the temporal correlation between the frames.

The REXS [41] is a technique aimed to probe a specific electronic transition in the material. The energy of the incoming photon is tuned to excite a specific state of the electron,
which by falling down in the initial state emits a photon of the same energy. This technique allows obtaining information about the spatial frequency of charge or spin.

The RIXS [42] uses the inelastic scattering techniques. The incoming photons energy is tuned to match a specific resonance, which excites an electron from a deep-inner layer to a higher energy state. The peculiarity of the inelastic scattering is that the electron replacing the vacancy is not the one which was originally excited. For that reason, the outgoing photon has a different energy than the incoming because the final state is not equal to the initial state. This method allows probing the internal electronic states of the matter.

An example of NLXS [34] is the stimulated RIXS, in which the incoming photons excites the electrons to a defined higher energy state. In contrast to the standard RIXS, the decay of the electron to a lower energy state is predominantly non-radiative; only a few percent of the decays go via photon radiation. In the non-radiative process, Augers electrons are emitted; they can be measured with an electron spectrometer.

2.2 The imaging detector

2.2.1 Detector requirements and detector projects at XFEL.EU

Imaging detectors are fundamental to perform diffraction experiments. When the XFEL.EU project was started, no detector existed, which was were able to deal with the requirements sets by the machine [43].

The most critical requirements are related to the unique time structure and the high brilliance of XFEL.EU, see Chapter 2. Moreover, other important detector features, such as single photon sensitivity for 1 keV photons and dynamic range of \( \sim 10^4 - 10^6 \) keV photons were requested by the scientists to be able to perform experiments [44].

Single photon sensitivity (at a given energy) has the following meaning: the standard deviation of the signal collected when no X-ray illuminate the detector (dark signal) must be much smaller than the signal generated by a single photon of a given energy. The standard deviation of the dark signal is the detector noise. A discussion about the probability of photon misidentification is given in Section 5.5.

An ideal detector for XFEL.EU would be a universal imaging detector able to cope with the unique timing of the facility and at the same time cover the wide energy range accessible in the three beamlines, [45]. Moreover, it would provide single photon sensitivity for 1 keV photons and also it would reach a good dynamic range of \(10^4 - 10^6\). The detector would be compatible with the end-station experiments environment, which can be either ambient or vacuum. Furthermore, in order to avoid continuous replacements of the components, the detector would need to have a good life time despite of the high radiation dose accumulated during operation.

As mentioned above, one of the main challenges for the XFEL.EU imaging detectors is the timing structure. Many experiments foresee the need to sample images ideally
after every single FEL shot. An ideal detector matching the XFEL.EU time structure must be able to sample at 4.5 MHz 2700 consecutive frames, and to read them out before the following train (\( \sim 0.1 \) s). These numbers are challenging not only for the need of fast processing of the signals, but also due to the amount of data-throughput. Assuming a \( 10^6 \) pixel camera with a resolution of 16 bits for each pixel, with a simple calculation it turns out that the data-throughput corresponds to 54 GByte/s on average (1 Mpixel \( \cdot \) 2700 pulse \( \cdot \) 10 Hz \( \cdot \) 2 Byte/pixel). This is huge flux of data, not easy to acquire, transfer and store.

The development of a single detector satisfying all requirements at the same time would not be possible in a reasonable amount time and at reasonable costs, [45]. Therefore, three separate detector projects [44] for the XFEL.EU have been founded, each with different approaches and goals.

The three detectors projects are:

1. the Large Pixel Detector (LPD), [46], [47];
2. the Adaptive Gain Integrating Pixel Detector (AGIPD), [48], [49];
3. the DEPFET Sensor with Signal compressor (DSSC), [6], [50].

In order to match the requirements of single photon sensitivity and high dynamic range, the three projects use different approaches. The electronic front-end which amplifies, reads-out and stores the signal from the sensors, is different for the three detector projects. The concept is shown in figure 2.10.

![Diagram](image_url)

Figure 2.10: A simplified sketch showing three different approaches to reach a high dynamic range. The first approach is that of LPD: the signal from the sensors is amplified in parallel with three different gains. The second approach is that of AGIPD: the signal from the sensors amplified with three different gain automatically switching between each other. The last is the approach of DSSC: the response curve of the sensor is non-linear, and the non-linearities are determined by the sensor design.

The first approach is that of LPD. The signal from a single pixel is processed with three different gain stages in parallel. The second approach is that of AGIPD, among three different gains the appropriate is automatically selected depending on the signal intensity.
The third approach is that of DSSC. A silicon sensor in which the desired nonlinear response depending on the signal intensity is defined during the design and the production of the sensor.

Despite the differences between them, all the detectors must couple to the standard XFEL.EU control system, synchronization clock, VETO interface and data format. This will be described in the Section 2.3.3.

Each detector has its own dedicated readout ASIC (Application Specific Integrated Circuit). All the ASICs for the three projects are realized in the 130 nm IBM technology. Since the ASICs have to readout all the detector channels in parallel, they are bump-bond to the sensors.

The features of the three different detectors are briefly described below.

### 2.2.2 The Large Pixel Detector (LPD)

![Figure 2.11: A simplified scheme of the LPD readout. Each ASIC processes the signals coming from 16 × 32 pixels, applying three different gains and storing the values in an analog memory array. The analog-to-digital conversion is performed outside of the ASICs. Sixteen ADCs are used to digitize the signals coming out of one ASIC.](image)

The Large Pixel Detector is an imaging detector optimized for the detection of hard X-rays, in particular for the energy range between 8 keV and 20 keV. The pixel is squared, with a size of 500 µm. The LPD project is the result of the effort of the Rutherford Appleton Laboratory, the University of Glasgow and the XFEL.EU. The sensors used are 500 µm thick silicon drift detectors featuring a 600 nm thick entrance window, used absorb visible light photons.

The readout of the signals is performed as follows (see Figure 2.11): the charge generated by the X-rays in each pixel is measured by a pre-amplifier, then the signals are amplified with three different gain stages in parallel, as in Figure 2.11, and the voltages
are stored in an analog memory pipeline. The control of the memory unit implements also the VETO (as defined in Section 2.3.3) and manages also the read-out done by an ADC. The single ASIC electronic is able to manage $16 \times 32$ pixels. Each ASIC contains 16 ADCs and each ADC reads the voltages stored in the analog memory relative to three gains of 32 pixels. The detector is scalable and each monolithic sensor includes $128 \times 64$ pixels. Therefore, for the readout of a full sensor 8 ASICs are needed. The system including a single monolithic sensor is called tile. Despite of the fact that the first prototype was the 2-tile system, the basic unit of LPD is the so-called super-module, a system including $8 \times 2$ tiles, $256 \times 256$ pixels. This is the basic unit for building up the quadrant made of four super-modules and then the megapixel camera. The LPD is a detector built for ambient (not vacuum) environment and uses a liquid cooling system.

The LPD was installed at the FXE beamline in summer 2017 and it is now used for the user program of XFEL.EU. Figure 2.12 shows the LPD detector installed of the FXE beamline at XFEL.EU.

During the work of this thesis, I participated to the measurement performed at the Advanced Photon Source laboratory (Chicago, USA). For me it was an important experience in order to prepare the beam time of DSSC detector.
Figure 2.13: A simplified scheme of the AGIPD readout. In order to increase the dynamic range, for each pixel the amplifier switches automatically the gain. The signals are sampled by a correlated double sampling circuit and stored in an analog memory cell. The analog-to-digital conversion is performed by external ADCs.

2.2.3 The Adaptive Gain Integrating Pixel Detector (AGIPD)

The Adaptive Gain Integrating Pixel Detector (AGIPD) is an imaging detector optimized for the detection of hard X-rays. In order to fit the requirements of high gain for low signals together with high dynamic range, the solution adopted by this detector project is the dynamic gain switching, [48]. In the front-end electronics the signal from each pixel passes through a first stage, an amplifier with three different gain settings. The gain is switched automatically after reaching defined thresholds. The mechanism of switching is shown in Figure 2.13. The signal is stored in an analog memory pipeline. The front-end and the analog memory are implemented in a ASIC serving $64 \times 64$ pixels. Due to the requirements set by the beamlines, the sensitive part of AGIPD must work in vacuum environment. Therefore the sensors and the ASICs sits in vacuum and they are connected to the external environment by PCBs. The read-out and the analog-to-digital conversion is performed out of the ASIC, outside vacuum, by the electronics, boards operating in ambient conditions.

The AGPID detector is a modular detector, each single module includes 16 ASICs covering one monolithic sensor ($512 \times 128$ pixels). Four modules together constitute a quadrant, and four quadrants constitute the mega pixel camera.

The AGPID detector was installed at the SPB/SFX beamline in summer 2017 and it is now used for the user program of XFEL.EU. The Figure 2.14 shows AGPID detector
2.2 The imaging detector

The Adaptive Gain Integrating Pixel Detector (AGIPD) in its final location as part of the SPB instrument. Copyright European XFEL, [5].

installed at SFX instrument. A similar one will be installed at MID instrument in 2018 and a 4Mpixel AGIP in the SFX end-station.

2.2.4 The DEPFET Sensor with Signal Compression (DSSC) detector

The DEPFET Sensor with Signal Compression (DSSC) is an imaging detector optimized for soft X-ray detection. The approach used to reach the high dynamic range and the high gain for low signals is different from the other detector projects. The original project foresaw to use non-linear DEPFET sensors. These sensors feature an extreme low noise and an intrinsic non-linear response to the incoming signal.

Due to the delay in the production of DEPFET sensors, an alternative sensor technology was chosen for the first DSSC camera, featuring pixels based on mini silicon drift detectors (Mini-SDD). The DSSC ASIC readout has been designed with a double frontend, which can read out either type of sensor. In the case of Mini-SDDs, the non-linear response curve is generated in the first amplification stage at the ASIC level.

The read out, the amplification and the analog-to-digital conversion is performed inside the ASIC. Moreover the ASIC provides a digital memory which can store up to 800 frames. Each ASIC reads out 64 × 64 pixels.

The mini-SDD and DEPFET sensors feature the same geometry; in particular, the interfaces for connection to the electronics are identical. Therefore, it is possible to connect the ASICs to either Mini-SDD or DEPFET sensors.

The basic unit of DSSC camera is DSSC ladder and it has 512 × 128 pixels. The monolithic sensor of the DSSC has 256 × 128 pixels, therefore DSSC ladder consists of two
sensors and relative electronics. Four DSSC ladders together constitute a quadrant of the DSSC megapixel camera.

A detailed description of the DSSC detector is given in Chapter 3.

2.3 Common interfaces

In this section, some standards used at the European XFEL are described. The first part is about Karabo, the new control framework developed and used by XFEL.EU; the second part is about the crate used for the timing and synchronization signals generation; the third part is about the idea behind the vetoing system of XFEL.EU; and the last is about the output data format used by the imaging detector project of XFEL.EU.

2.3.1 Karabo

Figure 2.15: A screenshot of the Karabo GUI. In this case Karabo was used for monitoring the temperature controller used in FENICE (see Section 3.5.4).

At the XFEL.EU a new control framework called Karabo was developed, [51]. It is a distributed control system (DCS) which allows for supervisory control and data acquisition (SCADA), [52]. The aim of this project is to integrate under a common platform the controls, the data acquisition, the data management and the scientific computing.

Karabo is based on a client/server architecture and the main components are the Karabo device-server, the Karabo device-client and the Karabo broker. The device-server is a service running on a machine usually physically connected to the hardware to be controlled.
2.3 Common interfaces

Figure 2.16: A sketch of the Karabo Framework. The system shows the connection of the Karabo servers running on different machines, and running different Karabo devices instantiated. The normal communication (exchange of parameters and commands) between the Karabo devices or client (like the GUI or CLI) passes through the Karabo Broker (dashed arrows). In case a high data rate, a direct TCP/IP channel of communication is also possible (black arrows).
The device-server contains the plug-ins called Karabo devices, which are classes of objects programmed with a defined finite-state machine, parameters, or execution commands. The core of the framework was developed mainly in C++. Many functions are binded also to Python, therefore the Karabo devices can be programmed either Python or C++.

A Karabo device-client can connect to a Karabo device-server for instantiating the plug-ins or controlling instantiated devices. Once a Karabo device is instantiated and running, a client can read or modify the parameters or execute a commands defined in the Karabo device. Karabo foresees a safety level, some parameters or commands can be managed only by authorized users or devices.

A typical device-client for the users is the Karabo Graphical User Interface (GUI) [53], or the Karabo command-line interface (CLI). But a Karabo-device can also behave as Karabo client, so it can control other Karabo devices. The Karabo GUI connects to the servers and features a user-friendly interface. By clicking on a Karabo device is possible to see the parameters and execute commands. The GUI can be used for initializing devices, modifying parameters, and also allows advanced features such as editing and running macros. The user can create an own panels by dragging-and-dropping parameters or commands. Figure 2.15 shows the Karabo GUI with running a scene of a temperature control.

The communication (states, parameters and commands) between the Karabo servers and clients are exchanged via a central Karabo broker.

Karabo is not used only for hardware controlling, but it can be used also for data-processing [54] [55]. In this last case, the communication must not pass through the broker due to the big amount of data to be transferred, as for instance data from the detectors or big data tables. The Karabo broker exchanges only the metadata for opening a direct channel of communication between Karabo devices, based on a protocol which uses direct TCP/IP communication between them. Thanks to this channel it is possible to stream data from a device to another, creating a pipeline of Karabo devices. This can be very useful for data processing. Since a pipeline is composed by many Karabo devices, it has an intrinsically modular design which allows a Karabo developer to take advantage of multi-threading. Each Karabo device can run in a separate thread or even in another machine.

In the context of this thesis, Karabo was used for controlling the detector and its environment, temperature control and monitoring, and control of motion stages. I developed for the first DSSC Ladder prototype a Karabo device able to show the real-time preview of the data, to manage the acquisition and to store of the data during the performed tests. The data are stored to HDF5 files [56] as foreseen for the final version of the DAQ system.
2.3.2 MicroTCA crates

In the past, two of the most common crate standards used for measurement, control and automation were the VME (Verso Module Eurocard) and the CAMAC (Computer Automated Measurement And Control); for telecommunication one of the most common is the Advanced Telecommunications Computing Architecture (ATCA, [57]). The MicroTCA [57] standard was originally developed by the PCI Industrial Computer Manufacturers Group (PICMG, [57]) consortium, for telecommunications as the evolution of the ATCA. Nowadays, the standard MicroTCA.4, *MicroTCA for Physics*, is the most prominent standard for new large experiment facilities such as synchrotrons, colliders or free electron lasers.

![Figure 2.17: Schematic representation of a MicroTCA crate. The different components and modules as described in the text are visible.](image)

A MicroTCA crate allows connecting together different modules which can communicate among each other through the connections on the backplane. There are two types of modules: the front modules (Advance Mezzanine Card, AMC, [57]) and the rear modules (Rear Transition Module, RTM, [57]). The AMC are connected directly to the backplane, instead the RTM are connected to the AMC. This allows the same type of AMC to be used for controlling different types of RTM. The backplane allows the connections between the modules including: a PCI-express fabric; Ethernet connections; SATA connections; point to point signal connection; the power-supply for the modules; and dedicated lines for clocks and triggers.
All devices in the crate, including power supplies and the backplane connections are managed by the MicroTCA Carrier Hub (MCH). The MCH is fully controllable via network, so a crate sitting in a place where the physical access to the device is not possible can be fully managed remotely. In the crate, the boards can be physically replaced when the crate is already running (hot-swap). The MCH allows switching on or off every single boards, and allows rebooting the whole crate. The MicroTCA crates are high reliability system which can implement redundant power supplies and boards including CPU units.

The MicroTCA has become the standard used at XFEL.EU for timing, digitizer and fast controls. The control system for slow control (such motors) is made with Beckhoff devices [58].

In the context of this thesis, I designed and built up the DSSC ladder test-stand which uses a MicroTCA crate as core of the control and time synchronization of the detector.

Clock & Control board

At XFEL.EU, the resonant cavities of the accelerator and all devices which need to be synchronized in phase to the machine use clocks derived from the Master Oscillator clock. The Master Oscillator is a 1.3 GHz clock with an exceptionally good phase noise performance, jitter < 35 fs RMS integrated from 10 Hz to 1 MHz [59]. The signal is generated in a location close to the injector room. The clock is distributed from the injector to the end stations by a dedicated system. The transmitter (injector side) and the receiver (end stations) are coupled by fiber optic, and by using a closed-loop feedback the phase drifts and the noise are compensated by the timing system, [60]. The timing system is implemented in MicroTCA boards.

For the imaging detectors, a reference clock at a lower frequency (99 MHz) is used for synchronization. This clock locked-in-phase with the Master Oscillator is generated by the Clock & Control board [61]. This boards generates the reference clock and also other fast commands for the detectors, such as the start and the stop, bunch id and the VETO signals. The signals coming out from this board are three LVDS signals connected to standard RJ45 sockets. One signal is the reference clock at 99MHz, another line is used for the VETO and the third line is the Fast Data. This last line is used for sending the start, stop and the reset commands. The start command includes also information about the train ids and the bunch patterns. The Clock& Control is a RTM module which needs to be coupled with an AMC, the DAMCv2 board, which is a DESY standard multi-purpose FPGA board.

In the normal XFEL.EU operation, the Clock & Control board receives the master clock and other signals from other boards, i.e. Timing System board, through the MicroTCA backplane, and generates the signals (reference clock, fast commands, VETO) based on the 99MHz clock.

The Clock & Control can also work without the Timing System board. It is possible to
set the Clock & Control to use an internal clock generator (stand-alone mode). It is also possible to set the board to receive a clock provided by the backplane of the MicroTCA crate, which can be for example connected to an external clock provided by the SMA connector available in the MCH. In both cases it is possible to set the clock frequency by acting on the internal phase lock-loop (PLL). The multiplication and division factor can be set on the control software. The usage of the Clock & Control board without a timing system is useful to synchronize the detector to an external light source such as a synchrotron with a different timing structure than the XFEL.EU.

The start/stop signals can be generated automatically with a certain repetition rate defined by the user via software.

The Clock & Control board includes also the possibility to use two spare lines for testing purpose. The board can generate a defined pattern of pulses synchronized to the start command based on the reference clock. This is useful for testing the detector with an external pulsed light, but also for checking the synchronization of the detector to an external source. This feature of the board has been used for the measurement in Chapter 4 and 5.

During the work of this thesis the Clock & Control has been used in both modality. The stand-alone mode was used to generate the timing signals for DSSC and also a spare signal used as input to a LED driver. This system was used to test the DSSC detector and its synchronization, see Chapter 4. I integrated the Clock & Control in the DSSC test-stand. I tested and brought it into operation, designing new features when needed. During the Petra III beam-time (see Chapter 5), the Clock & Control was used in external clock mode and the spare pulse was used as reference only for monitoring the synchronization to the synchrotron. Moreover, in order to emulate the 10Hz time structure of XFEL.EU, the start/stop signal was generated internally. In order to integrate the DSSC detector in the Petra III, I designed, configured ad realized the concept of synchronization with the synchrotron.

### 2.3.3 The Veto concept

In contrast to high energy physics, where a trigger systems is used to acquire or analyse only interesting events, rejecting the majority, in photon science the scientists would ideally store all information coming from the 2700 pulses of the XFEL.EU trains. This is not as the XFEL.EU data acquisition system allows to acquire and store only a maximum of 512 images per train. Therefore, the concept of a "VETO" system has been developed. The VETO mechanism consists in flagging in the memory of the detector a frame as non-good. The flag tells the detector that the marked frame can be to overwritten in the memory. The signals which trigger a VETO can be generated by other external system or sensor (for example a beam monitor) or by the detector itself. In this last case, the VETO system can also be used to collect only a fraction of the images when the detector is running at 4.5 MHz, for example in case of planned empty bunches.
2.3.4 The data format

In order to have the same type of data receiver for all the detectors developed for the XFEL.EU the large detector projects use the same transfer protocol and same data format. All detectors use SFP+ 10GB optic link and the Train Transfer Protocol (TTP) [62] is an own XFEL.EU protocol based on plain User Datagram Protocol (UDP) protocol. The UDP protocol is one of the standard protocol used for Internet. It allows to transmits data with a minimal protocol through a network without establish a connection. This protocol has a minimal overhead and it assumes that no packet are lost. The reason to use the UDP protocol derives from the fact that in comparison to other protocols, such as the TCP/IP, it is simpler, faster and easily implementable in low level electronics, like FPGA (Field Programmable Gate Array).

In the TTP for data transfer consecutive UDP datagrams are transmitted. Each UDP datagram contains payload of 8129 bytes, a trailer with a progressive packet number and a flag for marking the start or the last datagram. The images and the information from the detector are formatted according to the XFEL Train Data Format (XTDF) [63] and transmitted through the TTP. The data format consists of a sequence of:

- **Header:** it describes the properties of the train of data (such as data size, version of the protocol, type of detector, encoding, etc...).
- **Image:** this block is the actual payload of the train. It contains the images stored in the detector memory. The encoding of this block is detector dependent.
- **Descriptors:** it contains metadata of the image blocks such as pulse id, length of the image payload, and similar.
- **Detector specific data:** as suggested by the name, are different for each detector. They include all useful information which are not images. For instance, in the case of the DSSC detector this block includes the temperature values recorded from the ASICs and the checksums from the ASICs.
- **Trailer:** it contains a checksum and a magic-flag used for debugging purposes.

In the context of this thesis, since the official Karabo data receiver (named PLayer) was not already mature, I developed an independent stand-alone receiver for the XTDF over TTP. It could work either in a stand-alone mode, or controlled by Karabo and it was used for the data preview.
3 DSSC

The DEPFET Sensor with Signal Compression (DSSC) detector [6] is a high speed imaging detector developed by the DSSC Consortium for XFEL.EU. The detector has been designed to meet the requirements set by the SCS and SQS instruments (see Sections 2.1.2 and 2.1.3). It is optimized for the energy range 0.5 keV – 6 keV, therefore it needs to operate in high vacuum conditions, $10^{-6}$ mbar or lower.

![Figure 3.1: The 3D model of the DSSC megapixel camera and in its vacuum chamber. The label A indicates a single ladder and the label B shows the quadrant. Courtesy of the DSSC Consortium [64].](image)

The DSSC detector is a 1 Mpixel [65] camera able to store up to 800 single-pulse images per XFEL.EU train, matching the XFEL.EU pulse rate of 4.5 MHz pulses. The megapixel camera has a sensitive area approximately $21 \times 21$ cm$^2$ composed of $1024 \times 1024$ pixels having hexagonal shape.

Figure 3.1 shows a drawing of the the megapixel camera in its vacuum chamber. The
full mega-pixel camera is composed of 16 ladders, arranged in four quadrants. Each quadrant is composed of four ladders which represents the smallest detector unit including of the full readout chain. As such, each ladder can therefore be tested independently of the others. The results reported in this thesis (Chapter 4 and Chapter 5) are based on the measurement performed with the first prototype of the DSSC ladder.

The original DSSC project foresaw the use of non-linear DEPFET sensors. This type of sensor allows an extreme low noise and a high dynamic range, due to the intrinsic non-linear response of the sensor. Due to delays in the DEPFET production, the consortium has decided to adopt for the first version of the camera a more conventional sensor type, a pixelated sensor composed of silicon-drift detector arrays (Mini-SDD). The full electronics chain is designed to be compatible with both sensor types. The DEPFET sensors are described in Section 3.1 and the Mini-SDD sensors are described in Section 3.2.

The readout ASIC implements a front-end for both type of sensors. The layout of both sensor types is designed to be compatible with the ASIC. Each monolithic sensor contains $256 \times 128$ pixels; the DSSC ladder system is composed of two monolithic sensors. Each ASIC can read out $64 \times 64$ pixels, a full ladder is readout by 16 ASICs. The description of the ASIC is given in Section 3.3, while Section 3.4 gives a functional description of the DSSC ladder system.

### 3.1 DEPFET sensors

The Field Effect Transistors (FET) \[\text{[66]}\] are semiconductor devices where the current between the drain and the source is regulated by the voltage applied to the gate with respect to the source. An example, the pMOSFET is sketched in Figure 3.2.

![Figure 3.2: Scheme of a p-channel metal-oxide-semiconductor field-effect transistor pMOS-FET. G indicates the gate, S the source, D the drain. The letter p and n indicate the doping of the different parts.](image)

In the p-channel FET, the bulk is n-doped so the majority charge carriers are electrons. When a negative voltage is applied to the gate (G in Figure 3.2), the electrons present in the bulk are pushed away from the zone under the gate, creating a depletion zone. If the voltage increases in magnitude above a certain threshold, the holes are attracted under the gate. In this way, a channel of positive charge carriers (holes) in the zone under the gate is created (p-channel). The channel allows a current flowing between source and drain. This current is modulated by the voltage applied to the gate. For the n-channel
FET, the working principle is similar but with inverted charges and voltages.

The Depletion p-FET (DEPFET) [50] are FET with the source, the drain and the gate located on the front side of a silicon wafer forming a large area diode on the back used to fully deplete the bulk, [6], see Figure 3.3(a). The first DEPFET structure was invented by Lutz und Kemmer [67] in 1985 [68].

![Figure 3.3(a): A functional schematic representation of a section of a DSSC DEPFET pixel.](image)

![Figure 3.3(b): A plot showing the doping concentration which are defining the internal gate, [6].](image)

In the bulk, a deep n-doping (n+) is deposited into an area under the gate. It creates a potential maximum, called internal gate where the electrons are attracted into. The bulk is fully depleted by a bias voltage, thus when the radiation interacts with the bulk, free charges (electron-hole pairs) are generated, as described in Section 1.7. Due to the static electric field generated by the doping, the electrons are attracted inside the internal gate and the holes recombine at the extremities of the back-side bulk.

The charges stored in the internal gate induce mirror-charges in the p-channel, which regulate the current flowing between the drain and the source.

The DEPFET allows measuring indirectly the energy deposited in the sensor by measuring the current flowing between the source and the drain.

In comparison to other kind of sensors, such as photodiode, or silicon drift detector, the DEPFETs have peculiarities. In photodiodes or SDD sensors, the energy deposited into the sensors is measured directly as the charge generated inside the sensor and then read out. This is a destructive measurement because the charges are removed from the sensors during the measurement. In the DEPFET, the measurement is performed in a different way. The DEPFET acts an amplifier and the charge stored inside the internal gate can be determined by measuring the current flowing between the source and the drain. Moreover, the charge is not removed from the sensor but it is stored in the internal gate until a reset signal is given.

In order to realize the signal compression, the DSSC project uses special type of DEPFET sensor, the non-linear DEPFET [6]. The internal gate extends also under the source with a gradual lower doping. When radiation interacts with the sensor, free charges are generated in the depletion region and their number is proportional to the deposited energy. In the case of the deposited energy is low, a small number of charge is produced. They accumulate in the region under the gate, giving the maximum contribution to the creation
of mirror charges in the p-channel. This is the case in which the gain (ratio source-drain current vs energy deposited) is maximum. In the case of a larger signal, a fraction of charges spill over into the region below the source, which does not contribute to generate mirror charges in the channel, therefore the gain (ratio source-drain current vs energy deposited) is lower. In the DSSC DEPFET, three regions with different doping concentration are implemented.

The technique used to read-out the current from each single DEPFET pixel sensor is described in the section Section 3.3.

### 3.2 MiniSDD sensors

The working principle of the silicon drift detectors (SDD) is similar to that of the conventional photodiode. A photodiode typically features an anode and a cathode of similar size. They are used to polarize the diode in reverse polarization, creating a large depletion zone. As explained in the Section 1.7, a photon interacting in the depletion zone generates electron-hole pairs. The charge is collected at the electrodes.

In the SDD, in order to improve the performance, special electrode structures (rings) are implemented. The anode surface is reduced and the control electrodes are used to create a gradient in the electric field which pushes the charges toward the anode. In comparison to a conventional photodiode, the sensitive area does not depend on the size of the anode. The reduced dimension of the anode decreases the capacitance reducing therefore the noise, [69]. The Figure 3.4 shows a comparison between the PIN photodiode and the SDD.

![Comparison between the working principle of a photodiode (a) and a silicon-drift detector (b).](image)

Figure 3.4: Comparison between the working principle of a photodiode (a) and a silicon-drift detector (b).

As in the photodiode, the amount of collected charges is proportional to the energy deposited by the photon.

The sensors built for DSSC are arrays of SDD sensor, where each pixel feature a small SDD sensor with only two drift electrodes (Mini-SDD). The front-end electronics implemented in the DSSC ASIC allows using either DEPFET or MiniSDD sensors: for this
reason both type of sensors have the same layout.

Since the Mini-SDD is a linear device, the non-linearity needed to extend the dynamic range are introduced in the first amplification stage of the ASIC, [70]. The front-end used for reading out the Mini-SDD signals is described in the next Section.

### 3.3 The DSSC ASIC front-end

The DSSC ASIC [71] has 64 x 64 readout channels and it can be coupled with both type of sensors DEPFET and Mini-SDD. The energy deposited by a photon to a single pixel is read out differently in the DEPFET and Mini-SDD cases. For the Mini-SDD, the energy deposited into the sensor is converted into a charge. In case of DEPFET, the energy deposited by the photon into the sensors is converted to a charge internally but in this case the pixel acts as amplifier therefore, the output is a current proportional to the deposited energy.

The front-end of the DSSC readout chip (ASIC) is able to deal with both type of sensors. To measure the charge coming out of a Mini-SDD sensor pixel, an extra circuit for converting charges into a current is needed. This stage allows introducing the compression of the signal, needed in order to reach the requested high dynamic range.

The DSSC ASIC front-end includes for each single pixel: an input branch (amplification); a filter; an analog to digital converter (ADC) and a memory (SRAM). The single components, part of the ASIC as the ADC, the input stage, the filter and the memory were developed by the different groups of the DSSC Consortium. The global layout of the ASIC was developed by Dr. Florian Erdinger and an extensive description of the features of the front-end electronics can be found in his doctoral thesis [72]. Below is given an overview of these components and the timing of the front-end. A block diagram of the front-end is shown in Figure 3.5.

![Figure 3.5: A block scheme of the DSSC detector front-end. For both DEPFET and Mini-SDD the same four stages are present. Only the first stage (input branch) is used in a different mode depending on the sensor type.](image)

#### The input branch

In the case of DEPFET, the output signal from the sensor is a current. The input branch is essentially a cascode (current buffer) and a current sink. The current sink compensates the coarse component of the dark current of the DEPFET; therefore, the current out from this stage is the drain current with a small contribution of dark, which is compensated by the next stage, the filter.
In the case of Mini-SDD, the charges coming out from the sensor are converted into a current and amplified on the ASIC input branch. This stage provides also the possibility to implement a non-linear conversion, to increase the dynamic range.

The main differences between DEPFET and Mini-SDD front-ends is shown in Figure 3.6.

**Figure 3.6**: A block scheme of the front-end, showing the different approach between the DEPFET and Mini-SDD readout. The filter, the ADC and the digital memory are the same for both type of sensors. The light gray represent the sensors, and the dark gray the ASIC. The black circle between the ASIC and sensors represent the bump used to bond them together.

**Figure 3.7**: A sketch of the FCF filter working principle. The blue line represents the voltage out from the FCF circuit at a given time. The yellow line represent the effect of a signal incoming at a given time (signal weighting function). The input signal (photon) in normal condition arrives during the flat-top phase.
The filter

The Flip Capacitor Filter (FCF) is a stage which performs a double integration and subtraction, for removing the residual dark current contribution. The result is a double-correlated sampling, which reduces the noise contribution, [73]. The different steps of the signal processing are schematically shown in Figure 3.7.

In a first phase, the switch which connects the capacitor plates is close, therefore the capacitor $C_F$ is reset. During the first integration phase the input switch is closed. The current flows into the capacitor plates which starts to integrate the current from the input node (only the baseline current). The voltage between the capacitor is $V(t) = \frac{1}{C_F} \int i_{inp}(t) dt$, for this reason the gain of the FCF filter is proportional to $1/C_F$. The integration stops when the switch is open. During this phase, called flat-top, the voltage between the plates of the capacitor are kept constant and the capacitor is flipped. It is during this phase that a photon is expected to arrive on sensor. In fact, once the switch is close again, the second integration starts. In this case, not only the baseline is integrated, but the baseline plus the signal. Since the two integration cycle have the same duration the baseline currents are compensated, see Figure 3.7. Once the switch is opened, the charge stored in the capacitor is proportional to the charge deposited into the sensor. The voltage between the capacitor plates is converted to a digital value on the next stage.

The Analog to Digital Converter

The analog to digital converter (ADC) used by DSSC [65] is a single ramp-ADC [74]. The first stage converts the voltage into a time delay and the second stage converts the time information into digital timestamp.

A simplified scheme of the ADC design is given in Figure 3.8. Initially the input switch is closed and the switch to the ramp current source and comparator is opened; therefore the voltage of the ADC input (which is connected to the FCF filter output) is applied to the plates of one capacitor $C_{S&H}$. In order to convert the voltage stored in the $C_{S&H}$ to a delay, the input switch is opened and the switch to the ramp current source and comparator is closed. A constant current is injected into the $C_{S&H}$ and the voltage of the plate of the capacitor $C_{S&H}$ increases with a constant slope. Once the voltage exceed a certain threshold, the comparator triggers and the latch holds the value of the counter. This digital value can be passed to the digital circuit which manages the SRAM memory. Each pixel implements an ADC. The counter is a Gray-code counter [75] running at 693 MHz in normal operation and used by all pixels of the ASIC.

Timing

The timing of the front-end circuit is managed by a sequencer implemented into the ASIC. The sequencer uses the fast clock (693 MHz) derived from the detector reference clock (99 MHz), which in its turn is derived from the bunch clock of the facility (see Sec-
Figure 3.8: A simplified scheme of the working principle of the single-ramp ADC. The input signal converted to a delay triggers a latch connected to a counter. The timestamp is proportional to the input voltage.

Figure 3.9: The scheme of the clock interfaces and timing configuration of the DSSC detector at XFEL.EU. The bunch clock and the repetition rate signals of the XFEL.EU are handled by the Clock & Control system (see Section 2.3.2). The frame rate is defined by the sequencer-length and the 99 MHz clock coming from the Clock & Control system. The time alignment to the XFEL trains is given by the start/stop commands.
The global counter used by the ADC is based on the fast clock.

The frame-rate of the detector is defined by the cycle-length configured on the sequencer as

$$\text{FrameRate} = \frac{\text{ReferenceClock}}{\text{CycleLength}} = 99 \text{ MHz} / \text{CycleLength}.$$  

The typical timing configuration to be used for the normal operation of the DSSC detector at XFEL.EU is shown in Figure 3.9.

The European XFEL has a 10 Hz train repetition rate. A unique feature of the DSSC detector is the fact that the components of the ASIC, with the exception of the digital parts, are switched on for the arrival of the train, and off when no train arrives. This allows a drastic reduction of the power requirement, and a consequent reduction of the heat generated by the read-out electronics. In order to switch on all necessary components, the detector needs to receive a start command at least 20 µs before the European XFEL train arrives. In this way the system has enough time to turn on the local power supply (see Section 3.4) and to settle. The detector can then sample and store up to 800 frames (burst) per train. After the burst, the power lines used for the analog circuits of the ASIC are switched off and the system reads out the memory, transferring the data to an external device. This operation takes about 90 ms, short enough for the detector to enter in idle mode, waiting for the next start command. Figure 3.10 shows the phases of the detector data acquisition as configured for the XFEL.EU timing structure.

**Gain and parameter trimming**

The effective gain of a pixel depends on many ASIC parameters. As the ASIC is not an ideal circuit, each pixel can have different features. For each pixel, several parameters can be tuned at the ASIC level to compensate the pixel-by-pixel gain differences. If the detector is perfectly tuned to detect single photons of energy $E_\gamma$, the energy of the single photon ($E_\gamma$) generates a signal in the center of the first ADC bin; the energy of two photons ($2E_\gamma$) corresponds to a signal in the center of the second ADC bin and so on. Figure 3.11 shows graphically the concept. Since the detector has an electronic noise defined as the standard deviation of the signal measured when no photon hits the detector a dark signal can be misidentified as a photon (false photon detection). The probability of such an event depends on the level of electronics noise and it is discussed in Section 5.5.

The so-called ASIC trimming is performed by an automatic procedure determining the parameters, which optimize the uniformity of the pixels response to a given signal. This algorithm was developed by Manfred Kirchgessner and is described extensively in his doctoral thesis [76].

### 3.4 The DSSC ladder readout

The basic module of the DSSC detector is the DSSC ladder [65]. The DSSC ladder system includes all the components needed for acquiring the data from a single DSSC ladder,
Figure 3.10: The DSSC detector signal acquisition timing, as configured for European XFEL timing. In the first sketch, the timing structure at the XFEL.EU, with its trains coming at 10 Hz repetition rate, and featuring 2700 pulses at 222ns distance from each other, is shown. The DSSC detector receives the START command at least 20µs before the arrival of the train. The second line indicates the DSSC detector phases (start command, pre-burst, burst, data transfer idle). A total of 800 frames can be stored into the detector memory per train. The zoom in the lower part indicates the expected time alignment between the XFEL.EU pulses and the detector sampling. The XFEL pulse arrives during the flat-top phase of the detector.
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Figure 3.11: In the case of perfectly tuned detector, the energy of the single photon ($E_\gamma$) generates a signal ending in the center of the first ADC bin; the energy of two photons ($2E_\gamma$) generates a signal in the center of the second ADC bin and so on. The effect of the compression plays no role in the first bins. The sigma of the Gaussian distribution of the detector signal is due to the electronic noise of the detector. The gray vertical lines represents the border of the ADC bins.

i.e. $512 \times 128$ pixels. In this sense, the ladder can be used as an independent detector system. An overview of the DSSC ladder system is given in Figure 3.12.

The first part of the ladder is the focal-plane. It includes the two monolithic sensors (for a total of $512 \times 128$ pixels) bump-bonded to 16 readout ASICs, which in turn are wire-bonded to the mainboard.

The mainboard is a ceramic PCB featuring commercial high-density connectors for the connection to the other boards. It is connected to the input/output board (IOB), to a flex cable (FC) and to the four regulator boards (RBs).

The RBs are special local power supplies, which are used for providing the power to the ASICs. The ASICs power cycle is given by the regulator boards managed by the IOB. In the case of DEPFET, the strong current pulses used for removing the charge stored in the internal gate of the sensor is provided by the gate drivers located on the RBs. In the case of Mini-SDD, the gate drivers are not used.

The IOB is a FPGA-based board used mainly for reading out the data [77] from the ASICs memory and repack them in the Xilinx Aurora protocol [78] and transmit them to the Patch Panel Transceiver (PPT). Moreover, this device is used to manage the regulator boards and so the power-supply timing.

The FC is used to supply the high voltages used for the sensors bias voltage and also it used to connect the JTAG chain between the mainboard (thus the ASIC) and the outside components.

The module interconnection board connects these devices together to the patch panel flex cable. All the boards of the ladder are included in a mechanical container and are meant to be operated in vacuum. The patch panel is placed in ambient, the connection at the vacuum interface is given by a vacuum feedthrough in which the connector of the patch panel flex cable is glued. The patch panel provides the sockets for the power-supply cables and the slot for the patch panel transceiver (PPT).
Figure 3.12: DSSC Ladder system, a simplified block scheme. The label A indicates all the components part of the DSSC ladder. These devices are sitting in vacuum. The label B indicates patch panel trasceiver (PPT). It supports up-to four DSSC ladder, forming a quadrant. The label C indicates the power supply and the standard XFEL components used for controlling and for storing the data from the detector.
The PPT [79] is a Xilinx FPGA-based board with a MicroBlaze soft processor [80], running a Linux server accessible via Ethernet. This board programs the register of the ASICs, configures the IOBs, synchronizes the read-out to the standard XFEL CC such as the reference clock, the veto, the bunch id. The PPT reads out the ASICs data output through the IOB, it converts them in the standard XFEL train data format and sent them through the optic link to the XFEL.EU data acquisition system. The data output connection is a Quad Small Form-factor Pluggable (QSFP+) corresponding to four independent 10 GBit/s Ethernet (SFP+) optic lines. The PPT supports up to four ladders and each 10GE line is assigned to a single ladder.

The power-supplies are MPOD-based crate. The MPOD [81] are universal multi-channel low voltage (LV) and high voltage (HV) computer controlled power-supply system produced by Wiener [81]. A MPOD crate is composed of modules which can be dedicated to HV or LV. The MPOD controller module allows controlling the system by TCP/IP network, USB or CAN (Controller Area Network, [82]) interfaces. Each channel can be switched on and off, and in the HV modules it is possible also to ramp up or to ramp down the channels. Many safety features like interlock and overcurrent protection are present. For the single DSSC ladder, only a MPOD-Mini power supply is required, while for a quadrant a full MPOD crate is needed.

The Clock & Control signals [61] as well the PC Layer used for the data acquisition will be provided at the XFEL.EU beamlines. For testing purposes the DSSC ladder systems uses its own stand-alone solutions. A MicroTCA crate configured with a Clock & Control board was set up for synchronization purposes. It features also a dual 10GE optic board which allows testing also the data acquisition.

The data acquisition system was a fast machine (Intel Xeon(R) CPU E5-2680 v2) equipped with 64 GByte of RAM, a 10Gbit/s Ethernet optic board, a dual fast solid state disks (SSD) configured in RAID 0 (stripe) array.

During the work of this thesis, in a first phase, I built a semi-automatic tests for the Regulator Boards, and I tested the functionalities of the IOB and the PPT and the integration between the components. I designed the and build the DSSC ladder MicroTCA system. When the sensors were mounted on the DSSC ladder electronics, I brought into operation the detector and measured its performance. The tests and characterization were performed with two different types of DSSC ladder systems.

The first system is a small version of the DSSC ladder. It includes all the standard devices of the DSSC ladder system but uses a replacement board instead of the standard mainboard (MB). This replacement MB was built to allow the use of a single ASIC and it was used with a DEPFET sensor. This system was design to be used in ambient to perform tests in the laboratory. It was used to debug the electronics, to work on the integration and to determine with a pulsed LED light the preliminary performances of the detector, see Chapter 4.

The second system is a full DSSC ladder system connected to the Mini-SDD sensors.
This system was designed to work in vacuum. Therefore, it requires a special vacuum test stand, that is described in the next Section.

3.5 **Vacuum environment and FENICE**

At the XFEL.EU instruments, the DSSC detector must work in a UHV environment. This requirement complicates many aspects of the project. Each device which requires to be operated in vacuum, needs to be qualified for it. When operated in vacuum, each material releases a certain amount of gas, called residual gas. Each components of the DSSC ladder was therefore tested separately in a dedicated setup, and the residual gas analysis (RGA [84]) was performed. The Figure 3.14 shows residual gas analysis of the DSSC ladder including all components.

In this context, I built a test-stand (BigPipe) which was used for the vacuum qualification of the components.

The vacuum requirements means also that special care must be taken during the production and the electronics test phase. The boards were handled in a clean room environment and in order to avoid to contaminate with grease or other substances, the boards were always handled with gloves. Some PCB boards needed a special cleaning process after the production in order to remove the possible residuals from the production process.

The fact that boards have to be operated in vacuum puts some constraints on the design
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Empty vessel total pressure: \( P_0 = 3.81 \times 10^{-8} \text{ mbar} \)

Vessel with four RBs total pressure: \( P_1 = 1.94 \times 10^{-8} \text{ mbar} \)

Difference total pressure: \( \Delta P_{\text{tot}} = 3.62 \times 10^{-8} \text{ mbar} \)

Partial pressure mass \( > 44 \text{ a.m.u.} \): \( \Delta P_{m > 44} = 6.94 \times 10^{-11} \text{ mbar} \)

Ratio \( \Delta P_{m > 44} / \Delta P_{\text{tot}} = 1.92 \times 10^{-3} \)

Figure 3.14: The residual gas analysis (RGA) of the DSSC ladder after baking. The y-axis shows the partial pressure and the x-axis shows the mass of the measured ions. The first measurement (green) was performed after having vacuum pumped an empty vessel for four days. The second measurement (blue) was performed after vacuum pumping, for a similar amount of time, the DSSC ladder insert into vessel. The nett contribution of DSSC ladder to the pressure is given by the difference of the two measurement (red). The DSSC ladder reaches pressure \( < 10^{-7} \text{ mbar} \) and \( \Delta P_{m > 44} / \Delta P \sim 10^{-3} \), which is enough for high vacuum according to the criteria [85] defined by the Vacuum Group of European XFEL.
also due to thermal conductivity. In normal ambient condition, electronic devices can dissipate a certain amount of heat by natural air convection. In a vacuum environment, the heat is dissipated mostly via irradiation which is a much less efficient process than convection. Thus, a physical contact between the devices to be cooled and the cooling system is required. This aspect was taken into account in the board design. In some cases in order to establish a good thermal contact between components, specials metal foil were used.

In order to test the full DSSC ladder system in vacuum a dedicated vacuum test stand was designed and produced. It is described in the next Section.

3.5.1 The vessel

The Flexible Experimental iNfrastructure In Controlled Environment (FENICE) is a multipurpose vacuum chamber designed and built to operate the DSSC ladder system in vacuum.

![The FENICE vacuum vessel.](image)

The chamber was internal dimension of 45 cm × 39 cm × 50 cm and it is equipped with two axis motion stages, a cooling and a temperature control system. The FENICE vessel provides many flanges and feed-throughs with different purposes described be-
low. A picture of FENICE is shown in Figure 3.15.

The big flange on the top is used to insert in the chamber the cold head of the chiller. One of the two flanges on the bottom is used for the connection to the pumping system (described in the next Section). The other flange on the bottom is used for venting the vessel with dry nitrogen ($N_2$) and for pressure measurement via a pressure gauge.

On the front, a flange with an inner diameter of 200 mm (DN200CF) was designed for connecting the vessel to X-ray sources. In the opposite wall (back), a large flange is used to connect the feed-through for Patch Panel Flex Cables. Three other feed-throughs allow the connection of the motion stages to the PLC system used to control them; the connection of the PT100 [86] temperature sensors to the same PLC; and the connection to a temperature control system based on a PID [87] feedback system. These systems are described in detail below. Also other different flanges and feed-throughs are present, at the measurement used as spares.

In this context, I collaborated to FENICE design and in particular its pumping system of FENICE.

3.5.2 The pumping system

A scheme of the pumping system of FENICE is shown in Figure 3.16.

![Figure 3.16: FENICE vacuum pumping scheme. The description of the label is given in Section 3.5.2.](image)

The bottom of the vessel has two flanges. The first one is connected to a pressure gauge
(P_{X1}) and to a venting valve (XVT_{1}). The other flange is connected a shutter valve (XV_{1}). It is used for insulating the the vessel from the turbo-pump (XTP). Between the shutter valve and the turbo pump a venting valve (XVT_{2}) and a pressure gauge (P_{X2}) is installed. The turbo pump used is the High Pace 80 [86] which has as nominal pumping speed 80 l/s. The turbo pump can run only under the pressure of ~ 1 mbar; a membrane rough pump (XMP_{1}) is used to obtain this the level of pre-vacuum. Between the turbopump and the rough pump, a valve (XV_{2}) is installed. Here a pressure gauge (P_{Pre}) and a venting valve (XVT_{3}) are also installed. A oil-free membrane pump is used to be compliant both with the vacuum requirements and with the need to run the pump in a clean room.

3.5.3 The monitor system and the pressure measurement

The FENICE has been designed to use a dedicated Programmable Logic Controller (PLC) system. It is made using Beckhoff [58] elements and it is integrated in the Karabo Framework. The aim of the PLC system is to control the valves, the turbo pump, the pressure and temperature monitoring, and the motion stages.

The motion stages allow moving the DSSC ladder along two axis: one direction is along the vertical direction; and the other direction parallel to the front flange used for X-ray illumination. It was decided to not include a third axis in order to avoid possible collision of the detector sensors on the vessel wall during the testing phase. Within the range of the movement stages, it is physically impossible that the ladder hits the vessel.

During the measurements performed at the beamline P04 at Petra III, the PLC system was used to control the movement of the stages. The control of the vacuum system components was done manually; the value of the pressure inside the vessel was however constantly monitored.

The pressure gauges were connected to a Pfeiffer MaxiGauge [86], which allowed to reading out by a serial port the pressure measured by the sensors. In this context, I developed a data-logger. The monitoring was performed using scripts running on a Linux based small single-board computer, the Raspberry PI [88]. The script recorded the pressure values measured by the gauges and wrote them to a text file. The values could be plotted in realtime on any PC.

Another script running on the Raspberry PI which I developed was extra safety system. The script included a safety temperature threshold. In case the temperature of the ladder was measured to be above this threshold, the script would have switched off the MPOD power supply of the ladder, and would have prevent switching it on again, until the temperature value would have been again back to a normal. Moreover, the script would have sent an email to the responsible person, warning that a problem appeared on the temperatures.

In the final version of DSSC 1 Mpixel detector, a hardware board connected directly to the Patch Panel, the Safety Interlock Board (SIB) [89] is used to provide the detector hardware interlock. The SIB checks many parameters in order to avoid damage to the
detector during the working phase and it gives also the signal allowing switching the detector on. The SIB checks continuously the environment parameters (pressure, temperature and humidity), and it checks if all cables are correctly connected. In case of error, the SIB can prevent the switching on of the detector or force an emergency switch off, and sends an error signal to the beamline.

3.5.4 The chiller and the temperature control system

In order to remove the heat generated by the DSSC ladder, a PT60 Cryorefrigerator by Cryomech [90] was used. The cooling system of FENICE is composed of an external chiller and a cold head. The first is a compressor which exchanges the heat between an external cooling water system – provided by the facility – and the helium pipes connected to the cold head. The helium pipes are connected to the cold head mounted on the top flange of FENICE vessel. Internally, the cold head has a cold finger which can be connected thermally to the devices which need to be cool down.

To establish a thermal connection between the detector and the cold finger, the copper braids are fixed to the cold finger and connected on the side of the mechanics of the DSSC ladder, see Figure 3.15.

The chiller can pump out from the cold head up to 60 W at 80 K.

As the power generated by the DSSC ladder is roughly 10 W, the ladder could reach cryogenic temperatures also during operation. In order to stabilize the temperature and avoid too low temperatures which can damage the DSSC ladder components, the LakeShore Temperature Controlled 336 [87] was connected to the ladder. The device uses two PT-100 temperature sensors for measuring the temperature and to control two resistors which can release heat up to 100 W. The temperature sensors are connected in vacuum; one to the cold finger, and one to the mechanical box of the ladder, in an area close to the detector silicon sensors. An example of transition from ambient temperature down to $-20^\circ$C is shown in Figure 2.15. The temperature controller tests showed that the temperature could be set between $-40^\circ$C to $30^\circ$C degrees with a stability of 0.1°C.
4 DSSC Ladder with a single ASIC. First tests with non-linear DEPFET.

This chapter illustrates the methods and the results of the first tests performed with the full DSSC readout chain. The system used is a fraction of the whole 1 Mpixel detector as it will be finally built, but it contains all representative components of the complete system. The prototype used was the DSSC ladder, in which the main-board was replaced with a single ASIC board.

The goal of these tests was to verify that the whole detector system was working. This was the first real measurement in the laboratory involving the whole DSSC readout chain and a light source. These tests allowed to define a detector configuration appropriate for the collection of a light signal and to verify that the synchronization between an external light source and the detector readout was working. Moreover, during these tests it was possible to record data to perform a first characterization of the detector.

The content of this chapter has been in part already published in the peer-reviewed Journal of Instrumentations (JNIST) as proceeding of the International Workshops on Radiation Imaging Detectors 2016 (iWoRiD) conference in Barcelona [83].

4.1 The test-stand

As mentioned above, the detector prototype used for performing the tests was the DSSC Ladder (see Chapter 3). The full ladder system in its final setup features 16 ASICs, but in this case it was equipped with a replacement board holding just a single ASIC.

The sensor used is a non-linear DEPFET sensor with $128 \times 64$ pixels. Since a single ASIC was connected, only $64 \times 64$ pixels were used for the measurements.

Visible light was used for these first test. The DSSC ladder system was used in ambient with passive cooling, as the single-ASIC replacement board produces less than 1W of heat, which can be dissipated by normal air convention; therefore the detector does not need to be actively cooled to work a room temperature.

The test stand was set up as shown in Figure 3.13 (page 80). The DSSC ladder was sitting on a laboratory desk and connected to the whole DSSC readout electronics described in Section 3.4. In contrast to the scheme in Figure 3.12 (page 78), the data were directly acquired via the MicroTCA crate, without using an extra PC. Due to the writing speed and the available disk space, a burst (800 consecutive frames) every about five seconds was acquired, the other bursts were discarded.
The detector system was connected to the Clock & Control (CC, see section 2.3.2) which was configured in stand-alone mode. The CC generates the reference clock at 99 MHz and, in order to emulate the 10 Hz cycle of the European XFEL repetition rate, the board was configured to generate a start/stop cycle of a duration of 0.1 s. Furthermore, the CC board was configured to produce a pulse synchronized to the start command, which was used to drive a LED, see Figure 3.9. The LED was in turn used to illuminate the ladder, as it will be described below.

![Figure 4.1](image)

Figure 4.1: A scheme showing the timing configuration of the detector, the LED used for the ladder illumination and the Clock & Control in stand-alone mode.

The signals coming out from the Clock & Control are low voltage differential signals (LVDS), therefore the power is not high enough to drive a LED. For this reason, a small LED driver was built. The driver had a pre-amplifier stage which converted LVDS (from the Clock & Control board) to TTL signals (FIN1002), followed by a TTL multiple buffer (AC541) which finally drove a fast MOSFET (FDG8850NZ). The final stage could drive up to \( \sim 2 \) A. The LED light intensity depends on the current flowing into the LED, defined by the voltage (V\(_{\text{led}}\)) provided by the power supply. The device supplying the voltage is a programmable power supply, controllable externally via a serial port. During the measurement the voltage applied was in the range between 0 and 29 V.

The resistor limiting the maximum current flowing into the LED was chosen in order to maximize the current while avoiding to burn the LED. The nominal maximum current of the used LED was 20 mA, according to the LED specifications for short pulses, the maximum current limit could have been 10 times higher without causing any damage. The LED used was a high power visible light (red) LED.

### 4.2 Synchronization test

The first tests were done to check that the detector was correctly synchronized to the Clock & Control. This was obtained by illuminating the sensor with the LED triggered by the Clock & Control. This test also allowed to check for if the data receiver software was correctly interpreting the data.
In order to perform these tests the DSSC ladder system was set to operate with an ASIC readout cycle 100 units long. As the reference clock runs at 99 MHz, this sequencer length corresponds to \( \frac{100}{99} \text{ MHz} \approx 1010 \text{ ns} \), so a frame rate of \( \approx 1\text{MHz} \).

The front-end was configured with the following parameters:

- sequencer cycle-length set to 100 (frame-rate 0.99 MHz, 1010.1 ns/cycle);
- integration length set to 100.8 ns
- flat-top length set to 403 ns.

![Figure 4.2](image)

Figure 4.2: A sketch showing the timing configuration of the LED light and the DSSC detector. The LED was producing a light pulse every 0.1s, the detector was synchronized to collect the data of this pulse always in the same memory cell.

![Figure 4.3](image)

Figure 4.3: The memory cell content of a single pixel of the DSSC ladder during the illumination with the LED pulse.

The mechanics box - protecting and holding the board where the sensor and ASIC are mounted - had a slot where the LED could be inserted and blocked.

In a first phase, the Clock & Control, set in stand-alone mode with a 10 Hz repetition rate, was configured to produce a single LED pulse synchronized with start command sent to the detector. Figure 4.2 shows the timing configuration of the LED light and the DSSC detector. The LED was producing a light pulse every 0.1s, the detector was synchronized to collect the data of this pulse always in the same memory cell. Figure 4.3 shows the content of the 800 memory cells (one burst) of a single pixel illuminated by the
LED. In Figure 4.3 the LED pulse is clearly visible. By tuning the Clock & Control, it was possible to move the timing of the LED signal with a granularity of \( \sim 10\text{ns} \). By setting different increasing time delays, we observed lower (down to the baseline) signals on the detector. This occurred when the LED pulse fell outside the detector integration window (flat-top). The best synchronization between the LED and the detector was determined by identifying the point in time when the intensity of the signal on the detector was maximal. By repeating this test, as expected, the light pulse was observed always in a single and fixed memory cell, and with a stable signal output. This first result showed that the detector was correctly synchronized to the Clock & Control signals.

Together with this measurement, it was possible for the first time to verify that the data from the DSSC ladder were transmitted, received and interpreted correctly. Figure 4.4 shows a single frame collected by the DSSC detector, as illuminated by the LED placed at a few millimeters distance from the sensor. Figure 4.5 shows a single image collected with the DSSC detector illuminated through a paper mask with the LED placed at \( \sim 4\text{cm} \) of distance from the sensor. In both images the baseline was subtracted, calculated as the mean of 800 frames with LED light off.

The image shows that the data are correctly packed by the DSSC readout chain and correctly reordered in the PC receiver.

![An image obtained by the DSSC detector illuminated by the LED positioned at a few millimeters distance from the sensor.](image)

Figure 4.4: An image obtained by the DSSC detector illuminated by the LED positioned at a few millimeters distance from the sensor.
4.2 Synchronization test

Figure 4.5: An image of an illuminated paper-mask located between the detector and the light source. The distance between the sensor and the mask was \( \sim 4 \) cm.

4.2.1 Non-linear sensor characteristic

The second phase of the tests consisted of a preliminary characterization of the detector using visible light.

Since the intensity of the light produced by the LED is not directly proportional to the voltage applied, to evaluate the intensity of the light generated by the LED as function of the power supply voltage, a calibrated amplified silicon-photodiode from ThorLabs (DET10A) was used. The LED calibration consists in associating each different input voltage \( (V_{\text{Led}}) \) to the relative light intensity seen by the reference detector.

The light intensity is not measured in absolute units, but a value proportional to the real one is given. The idea is to calibrate a relative light intensity of the LED system (LED connected to its driver) with the silicon photodiode. Once this calibration is performed, it is possible to move the LED into the holder in front of the DEPFET sensors for measuring the characteristic non-linear response curve of the DEPFET. The reasons why the relative light intensity is used instead of an absolute measurement is explained below.

The light intensity measured by the reference photodiode does not correspond to the intensity measured by a single DSSC pixel, as the LED illuminates many pixels (see Figure 4.4) as a whole. Moreover, even in the hypothetical case, in which the absolute light intensity hitting the single pixel of DSSC was known, the ratio between the number of visible light photons hitting the detector and the energy deposited is not known because the quantum efficiency of the DSSC detector for visible light is not known a priori. A
proper detector calibration would need an X-ray source. As this was not possible at the
time of these tests, the measurement took advantage of the non-linear response curve at
the sensor, which was known previously, allowing a preliminary calibration (see below).

The characteristic compression curve of the sensor was previously measured [91] by
the sensors producers using a stand-alone system, independent of DSSC. They measured
the current coming out from the single sensor pixel as a function of the deposited energy.
A multi-pulsed laser injecting was used to inject photons into a single pixel. The absolute
energy calibration was obtained by a cross calibration with radioactive sources, [91]. For
this measurement, we consider the curve provided by the sensor producer as a reference
(see Figure 4.6).

![Figure 4.6: The characteristic curve of the non-linear DEPFET provided by the sensor pro-
ducer, [91]. On the left the complete curve; on the right a zoom on a range similar
to that measured during the measurement described in this chapter.]

The LED system calibration was performed as follow. The signals from the photodiode
were measured using an oscilloscope closed to a 50 Ω resistor, to match the impedance
of the photodiode. An example of a typical signal is given in Figure 4.7. It shows the
signal produced by the silicon photodiode and sampled by the oscilloscope. The integral
of the pulse is proportional to the charge generated in the photodiode, which in its turn
is proportional to the number of photons absorbed. The oscilloscope allowed sampling
the data and transmitting them to a PC. For this reason, the integration of the pulse was
performed numerically afterwards after the sampling.

The reproducibility of the pulse was extremely high. It means that by setting the same
VLed, the difference between the integrals of two acquired pulses is negligible with re-
spect to the electronic noise. The numerical integration of the signal of the photodiode
took into account the following features. As shown in Figure 4.7, the blue part is consid-
ered as the baseline. The black part of the curve is the signal. It has a temporal-length of
≈ 400 ns, which corresponds to the time window used in the configuration of the DSSC
detector. The red part of the curve is the tail. In order to estimate the light intensity, first
the baseline is subtracted to the curve assuming a constant value over the whole time
width; then, the curve is integrated in the region corresponding to the black curve in the
plot. The tail is considered negligible as it contributes less than 2 % to the pulse and it is
outside the integration time window of DSSC.
4.2 Synchronization test

Figure 4.7: A typical LED-light pulse seen by the reference photodiode and measured with the oscilloscope. The integral of the curve is proportional to the energy of the photons absorbed by the photodiode. The integral is calculated, considering the blue color as the baseline, the black color as the light pulse, and the red as color the tail, [83].

Figure 4.8: The integral of the pulse as a function of the input voltage to the LED drivers, [83].
The characteristic curve of the LED system is obtained by varying V_{\text{Led}} from 0 V to 29 V, and by calculating the integral of the pulse recorded by the silicon photodiode; the results are shown in Figure 4.8.

By systematically changing the light intensity it is possible to measure the characteristic response curve of the DSSC system under test with the LED light. In this way, a relative calibration of the pixels is obtained. This can serve as a basis for an absolute calibration by complementing it with the signals measured by the detector when illuminating it with one or more well-known X-ray sources, as described in more detail in [92].

![Figure 4.9: The mean values of the light intensity of the selected pixel read by the DSSC detector as a function of the V_{\text{Led}}. Each point is the mean value of 10 consecutive LED pulses. The black line is the mean value of the data from the five selected pixels. On the x-axis the V_{\text{Led}}.](image)

To perform the measurements, the steps are the following: first, the LED is positioned on the holder of the silicon photodiode and the LED system is calibrated as explained above. In short, each V_{\text{Led}} voltage is associated to a relative light intensity value, \( L_{[a.u.]} \).

Then, the LED is moved to the holder placed in front of the DSSC detector and V_{\text{Led}} is varied systematically in the same range used during the calibration. The ADC values \( I_{\text{ADC}} \) read on the DSSC pixels corresponding to each V_{\text{Led}} value are recorded. In order to increase the statistics, 10 consecutive LED pulses are used. The characteristic curve for a few selected pixels is shown in Figure 4.9. The selected pixels were chosen as a group of neighboring pixels, among the mostly illuminated, which present similar ADC values for the same V_{\text{Led}}.

Finally, V_{\text{Led}} is converted into a relative light intensity \( L_{[a.u.]} \) using the relative light intensity calibration curve previously obtained (Figure 4.8). The result is shown in Figure 4.10.

The DEPFET reference curve provided by the sensor producer features on the x-axis
the energy deposited, $E_{\text{dep}} [\text{keV}]$, and on the y-axis the drain current, $i_{\text{drain}} [\text{µA}]$, see Figure 4.6. In our case, the experimental data use a light source calibrated in relative units $L [a.u.]$, so the conversion function between the relative light intensity and the equivalent energy deposited into the pixel is unknown. The conversion function is assumed to be linear. Assuming the detector front-end to be working correctly, the drain current coming out from the sensor is proportional to $I_{\text{ADC}} [\text{ADU}]$.

The non-linear characteristic curve allows performing a best-fit between the experimental curve (in units $I_{\text{ADC}} [\text{ADU}]$ vs relative light intensity $L [a.u.]$) and the reference curve (in units $\text{µA}$ vs $\text{keV}$) by looking for the best coefficients matching the two curves.

The goal is to find the the best parameters $\alpha$ and $\beta$, which allows the conversion:

$$
\begin{align*}
I_{\text{ADC}} [\text{ADU}] &= \alpha \cdot i_{\text{drain}} [\text{µA}] \\
L [a.u.] &= \beta \cdot E_{\text{dep}} [\text{keV}]
\end{align*}
$$

(4.1)

In other words, the best-fit function determines the best parameters ($\alpha$ and $\beta$) of the linear transformation, which superimposes the experimental data (Figure 4.10) to the reference data (Figure 4.6). A $\chi^2$ minimization method is used to perform the fit.

In order to increase the statistics, the mean value and the standard deviation of the signals measured by the selected pixels were evaluated for 10 consecutive LED pulses. Figure 4.11 shows in black the mean value of the measured ADU values $I_{\text{ADC}} [\text{ADU}]$ as function of the relative light intensity $L [a.u.]$; in green the standard deviation is shown. The red curve is the reference curve provided by the sensors producer (drain current...
The residual shown in Figure 4.11 is defined as:

$$\text{residual}[\sigma] = \frac{I_{ADC} - I_{expected}}{\sigma_{I_{ADC}}}.$$ (4.2)

while the relative residual is defined as:

$$\text{residual}[\text{rel.}] = \frac{I_{ADC} - I_{expected}}{I_{ADC}}.$$ (4.3)

The uncertainty associated to the ADU measurement was estimated by using the standard deviation of the distribution of the relative residuals. It results to be 6%.

The gain as the number of ADC counts per 1 keV of energy deposited. It can therefore be extracted from the slope of the curve in Figure 4.11. The slope of the reference curve is:

$$g[\text{keV/}\mu\text{A}] = \frac{dE_{\text{dep}}}{di_{\text{drain}}}.$$ (4.4)

Therefore, the initial slope of the reference curve is

$$g_0 = 0.17 \mu\text{A} \text{/ keV}$$ (4.4)

which can be converted in [ADU]

$$g_0 = a \cdot 0.17 \mu\text{A} \text{/ keV} = (0.49 \pm 0.03) \text{ ADU/keV}.$$ (4.5)

Since the uncertainty on the reference curve is much lower than the uncertainties associated to this measurement, the relative uncertainty associated to the gain and the inverse gain corresponds to the relative uncertainty on the ADC counts, which has been estimated above, as 6%.

The inverse of the gain $g^{-1}$, in [keV/ADU] corresponds to the ADC bin-size. Figure 4.12 shows the ADC bin-size as a function of the energy deposited on DEPFET. The initial ADC bin-size corresponds to

$$g_0^{-1} = (2.04 \pm 0.12) \text{ keV/ADU}.$$ (4.6)

For the noise analysis, 150 bursts were recorded with LED off. The noise was estimated as the standard deviation of the gaussian distribution which better fit the experimental histogram obtained. The method used was maximization of the binned likelihood.

The noise [ADU] and its associated uncertainty are the results of the fit. The noise in [keV] is obtained by multiplying by $g_0^{-1}$ and the uncertainty associated to it includes also the 6% estimated before:

$$\text{noise [keV]} = g_0^{-1} \cdot \sigma_{\text{noise[ADU]}} \pm \delta,$$ (4.7)
4.2 Synchronization test

$\chi^2 = 629.88$ $ndof = (2777 - 2 - 1)$

<table>
<thead>
<tr>
<th>Param.</th>
<th>Value</th>
<th>Parab</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ [ADU/μA]</td>
<td>2.9</td>
<td>0.0073</td>
<td></td>
</tr>
<tr>
<td>$\beta$ [u.u./keV]</td>
<td>1.097e-10</td>
<td>4.5e-13</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.11: The experimental data points (black), namely, the mean value of 10 consecutive LED pulses, on five selected pixels; the standard deviation (cyan). The reference curve provided by the sensor producer (red). The residual [$\sigma$] is evaluated according to Equation 4.2.
The ADC bin-size as a function of the energy. It is given by the gradient of the reference curve times the $a$ parameter.

$$\delta = g_{0}^{-1} \cdot \sigma_{\text{noise}[\text{ADU}]} \sqrt{\left(\frac{\sigma_{\text{noise}[\text{ADU}]}{\sigma_{\text{noise}[\text{ADU}]}}\right)^2 + (6\%)^2}.$$  \hspace{1cm} (4.8)

The table below shows the results of the noise estimation.

<table>
<thead>
<tr>
<th>$y$</th>
<th>$x$</th>
<th>$\text{noise [ADU]}$</th>
<th>$\text{noise [keV]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>28</td>
<td>0.380 ± 0.001</td>
<td>0.78 ± 0.05</td>
</tr>
<tr>
<td>28</td>
<td>29</td>
<td>0.295 ± 0.001</td>
<td>0.60 ± 0.04</td>
</tr>
<tr>
<td>29</td>
<td>28</td>
<td>0.362 ± 0.002</td>
<td>0.74 ± 0.04</td>
</tr>
<tr>
<td>29</td>
<td>29</td>
<td>0.372 ± 0.001</td>
<td>0.76 ± 0.05</td>
</tr>
<tr>
<td>30</td>
<td>29</td>
<td>0.572 ± 0.002</td>
<td>1.17 ± 0.07</td>
</tr>
</tbody>
</table>

Globally, for the five selected pixel, the mean of the noise

$$\text{noise} = (0.374 ± 0.001) \text{ ADU},$$ \hspace{1cm} (4.9)

which converted in energy becomes

$$\text{noise} = (0.76 ± 0.05) \text{ keV}.$$ \hspace{1cm} (4.10)

The present results confirm what already obtained with the DSSC detector and the first generation of ASIC, with different setups and different conditions. They confirm that the full system is working as a whole and the performance are similar to those obtained with smaller prototype and not using the full DSSC electronics, running also at lower rates.
5 First calibration of full DSSC Ladder with Mini-SDD sensors at beamline

This chapter illustrates the first measurements performed at a beamline with the DSSC ladder featuring a full-size focal plane equipped with Mini-SDD sensors. For the first time the DSSC ladder system together with its vacuum test stand (FENICE) was operated in an external facility, the Petra III synchrotron at DESY. The measurements were performed to verify the system functionality and the stability of the DSSC readout system, and also to determine important parameters such as noise and gain for a single pixel and for a fraction of the detector area.

Some results of this chapter have been published as proceeding of the conference 2017 IEEE Nuclear Science Symposium and Medical Imaging Conference in Atlanta [93].

5.1 The beamline P04 at Petra III

Figure 5.1: A sketch of the DSSC ladder test setup at the P04 beamline at Petra III, DESY.

The P04 beamline at Petra III is a soft X-ray beamline with an energy range between 250 eV and 3 keV located at DESY, Hamburg. In this section, some information of the beamline, useful for the experiments, is given; detailed information about the Petra III synchrotron and the P04 beam line can be found at [94] [95].

The Petra III synchrotron provides an electron bunch every 192 ns, equivalent to a repetition rate of 5.2 MHz. In order to produce photons at the beamline, the electrons pass through an undulator system (see Section 1.4), which is tuned to generate X-rays. The photons going out from the undulators have a broad energy spectrum and in order to obtain a monoenergetic photons beam, a monochromator is used.

Using the beamline control system, it is possible to select easily the mean energy of the photons generated by the undulator, and furthermore it is also possible to tune the central
frequency of the monochromator. During our measurements (except for a few cases) the monochromator energy was set to a fixed value of 1 keV. By detuning the undulator system it is possible to change the photon flux, keeping the photon energy constant.

Figure 5.1 shows a simplified scheme of the beamline configuration during the DSSC tests. The FENICE test-stand (described in section 3.5) was installed at the very end of the beamline due to space limitations and also because other X-ray experimental systems were mounted upstream in the beamline. These experimental instruments used only a small fraction of the X-ray photons of the beam for their experiment, thus they can be considered transparent for our measurements. The experimental infrastructure installed just upstream of FENICE was equipped with a photodiode to measure the photon flux and with slits to reduce the beam size. The photodiode (indicated as PIPE diode in figure 5.1) was placed downstream of the slits and was moved in and out of the beam using a manual vacuum manipulator. When the diode was used for measuring, it acted as a beam-stop, so it was not possible to measure the photon flux and at the same time take data with the DSSC detector.

5.1.1 Timing

As mentioned in Section 5.1, the Petra III synchrotron has a electrons-bunch rate of 5.2 MHz, namely the X-ray pulse arrives continuously every 192 ns.

The maximum nominal rate of the DSSC detector is 4.5 MHz (see Chapter 3). Although the detector could in principle work also at the 5.2 MHz, it was decided not to put the system under too much stress for these measurements and to operate at half of the Petra III rate, namely 2.6 MHz. The parameters of the detector front-end electronics were set as follow:

- Sequencer cycle-length set to 38,  
  (corresponding to a frame rate of 2.6 MHz, 383.83 ns/frame);
- Integration time set to 57 ns
- Flat-top length set to 61 ns;
- VETO ignored;

In order to be able to operate the detector with this timing, the PLL system of the Clock & Control was configured as in Figure 5.4. As the bunch clock were multiplied 19 times the reference clock was \( \sim 99 \) MHz. Setting the front-end cycle-length to 38 units allowed to operate the detector at the frame-rate \( 5.2 \text{ MHz} \times \frac{19}{38} = 2.6 \text{ MHz} \). The Clock & Control was also used to provide the start and the stop command to the detector with a 10 Hz cycle, emulating the European XFEL train repetition rate.
5.2 Alignment

5.2.1 Synchronization

The first step to be done in order to perform the measurements is to synchronize the DSSC detector readout to the Petra III bunch clock, so that the photon pulse arrives in the time window during which DSSC signal readout.

In order to tune the synchronization of the detector to the X-ray pulse arrival time, an automatic "delay scan" was performed. This procedure changes in step the pre-burst delay. As shown in Figure 3.10 (page 76), the pre-burst delay corresponds to the period between the START command - received by the detector from the Clock & Control - and the first sample acquired by the detector, which corresponds to first flat-top. This delay can be tuned with a granularity corresponding to the length of the reference clock cycle (1/99 MHz $\simeq$ 10 ns).

The result of the delay scan is shown in Figure 5.2. According to this result, the detector delay was set such as the bunch arrived to the detector at the beginning of the flat-top, corresponding to a delay value of 10 clock-cycles in the plot.

Figure 5.4 shows schematically the concept of the synchronization of the DSSC detector to the Petra III pulses. The system was set up such that the Petra III pulse, shown in the top line, arrives at the beginning of the flat-top.

The Figure 5.5 shows one of the first images obtained at Petra III with DSSC detector after the synchronization. The illuminated area is visible and the edges of such area are defined by the slits position at the beamline.

![Figure 5.2](image)

Figure 5.2: Results of the delay scan, aimed to synchronize the DSSC detector to the Petra III. On the y-axis the intensity of the signal seen by an illuminated pixel as a function of the pre-burst delay corresponding to the period between the START command and the first sample acquired.

5.2.2 Beam positioning

In order to be able to perform calibration measurement on a simple pixel, the slits placed on the experimental setup upstream of FENICE were used. This allowed to collimate the beam on a single pixel of the DSSC detector. By using the PIPE diode, the beam intensity...
Figure 5.3: A scheme showing the way DSSC detector was synchronized to the Petra III pulses. The Clock & Control provided also the start and stop signals to the detector, with a repetition rate of 10 Hz locked-in-phase to the Petra bunch clock, emulating the European XFEL.

Figure 5.4: A scheme showing the synchronization between the DSSC detector and the Petra III pulses. The system was set up such that the Petra III pulse, shown in the top line, arrives at the beginning of the flat-top. In the last line, it is shown how 800 frames (burst) were collected at the rate of 10 Hz, in a scheme similar to that one used at European XFEL.

Figure 5.5: One of the first images obtained at Petra III with the DSSC detector. In this image the offset has been subtracted. The illuminated frame and the dark frame result from the mean values of a single burst (800 samples). Two ASICs are not correctly initialized and they have more noise than the other ones. The white box is a zoom of the area illuminated by the beam.
hitting on this single pixel could be measured (see Section 5.1). Therefore, the number of photons hitting the pixel was known. Figure 5.6 shows an image collected when the slits were used to illuminate a single pixel, showing that the procedure was successful.

5.2.3 Measurement

The measurements at the P04 beamline were performed during two night shifts. The main goal of measurements of the first night was to obtain a gain scan, corresponding to the measurement of the response curve of the detector for different gain settings. The response curve is the detector signal output in ADU units vs the energy deposited, which is measured with a reference detector (the PIPE diode), see below.

The second night, the goal was to perform an area scan to obtain the gain of an extended area of one ASIC.

The reference measurement of the total flux of photons on the selected pixel(s) were performed with a photodiode, PIPE diode, see Figure 5.1. In order to avoid to waste beam time, the measurement of the total flux of photons for different undulator configurations was performed only at the beginning and at the end of the DSSC measurements set. That means that before starting the data acquisition with the DSSC detector, we performed a scan of the various beamline settings (undulator tunings) versus flux measured by the photodiode. The used settings and the corresponding results are shown in Table 5.1. The photon flux could be varied by using the parameters $V_{gap}$ and $E_{undulator}$. As mentioned the $E_{undulator}$ was used to detune the undulator system with respect to the energy set by the monochromator.

The maximum flux could be obtained for $E_{undulator} = E_{monochromator} = 1 \text{ keV}$; this max-
Table 5.1: Beam intensity measured with the reference photodiode used for the gain scan (first night) as function of the beamline parameters $V_{\text{gap}}$ and $E_{\text{undulator}}$, used to vary the flux. The monochromator was fixed to the value $E_{\text{monochromator}} = 1000$ eV

<table>
<thead>
<tr>
<th>$V_{\text{gap}}$</th>
<th>$E_{\text{undulator}}$</th>
<th>PhotoDiode [photon/pulse]</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.34</td>
<td>880</td>
<td>1.1</td>
</tr>
<tr>
<td>4.24</td>
<td>880</td>
<td>2.8</td>
</tr>
<tr>
<td>4.14</td>
<td>880</td>
<td>4.6</td>
</tr>
<tr>
<td>3.64</td>
<td>880</td>
<td>13.8</td>
</tr>
<tr>
<td>2.04</td>
<td>880</td>
<td>33.8</td>
</tr>
<tr>
<td>2.04</td>
<td>885</td>
<td>38.2</td>
</tr>
<tr>
<td>2.04</td>
<td>890</td>
<td>53.8</td>
</tr>
<tr>
<td>2.04</td>
<td>895</td>
<td>55.1</td>
</tr>
<tr>
<td>2.04</td>
<td>900</td>
<td>79.1</td>
</tr>
<tr>
<td>2.04</td>
<td>905</td>
<td>87.6</td>
</tr>
<tr>
<td>2.04</td>
<td>910</td>
<td>112.0</td>
</tr>
<tr>
<td>2.04</td>
<td>915</td>
<td>125.3</td>
</tr>
<tr>
<td>2.04</td>
<td>925</td>
<td>184.9</td>
</tr>
<tr>
<td>2.04</td>
<td>930</td>
<td>197.3</td>
</tr>
<tr>
<td>2.04</td>
<td>935</td>
<td>307.1</td>
</tr>
<tr>
<td>2.04</td>
<td>940</td>
<td>340.0</td>
</tr>
<tr>
<td>2.04</td>
<td>950</td>
<td>482.2</td>
</tr>
<tr>
<td>2.04</td>
<td>955</td>
<td>668.9</td>
</tr>
<tr>
<td>2.04</td>
<td>960</td>
<td>1226.7</td>
</tr>
<tr>
<td>2.04</td>
<td>970</td>
<td>2044.4</td>
</tr>
<tr>
<td>2.04</td>
<td>975</td>
<td>3333.3</td>
</tr>
</tbody>
</table>

The gain scan

The aim of this set of measurements was to obtain the response curve of the DSSC detector for a set of different gain settings. The gain of the detector, defined as number of ADU units measured per unit of deposited energy, can be changed by a set of detector parameter. In this case all set of parameters was keep constant except for the $C_F$ parameter, which corresponds to the value of the feedback capacitor at the front-end of the detector, see Section 3.3. The Table 5.2 shows the different values of $C_F$ used during the measurement, and the corresponding capacity.

For each gain setting, the beamline was set up to have different photon flux intensities. For each intensity at least 50 bursts were acquired, each burst containing 800 frames.

Therefore, each acquired set of measurement consists of $800 \times 50 = 40000$ frames. The analysis of the measurements performed takes into account only the single illuminated
The gain scan

<table>
<thead>
<tr>
<th>CF</th>
<th>Capacitance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 pF</td>
</tr>
<tr>
<td>2</td>
<td>1.5 pF</td>
</tr>
<tr>
<td>3</td>
<td>2.5 pF</td>
</tr>
<tr>
<td>5</td>
<td>4.4 pF</td>
</tr>
<tr>
<td>8</td>
<td>7.9 pF</td>
</tr>
<tr>
<td>15</td>
<td>13.8 pF</td>
</tr>
</tbody>
</table>

Table 5.2: Values of the CF used in the measurement and corresponding value of the front-end feedback capacitor.

pixel. In Figure 5.7, the memory content of a single burst for 5 different measurements, corresponding to five different photon intensity is shown. Figure 5.8 shows the memory content of 50 bursts of the same 5 measurement.

![Figure 5.7](image1)

Figure 5.7: Memory content of the illuminated pixel in ADU. Each different color correspond to a different measurement.

![Figure 5.8](image2)

Figure 5.8: Memory content of 50 bursts. Each different color correspond to a different measurement.

The expected distribution of the number of photons $N_\gamma$ seen by the DSSC detector is the Poisson one. A Poisson distribution can be approximated by a Gaussian distribution with a negligible effect for $N_\gamma \gtrsim 10$, [96].

For each measurement, histogram of the ADC values was produced. The obtained spectrum was fitted to a gaussian distribution by using a $\chi^2$ minimization methods.

The histograms presents a strong visible alternate pattern caused by differential non-linearity (DNL) of the ADC. In particular, the bin size appears to have a periodic pattern with a 2-bins step. This unwanted effect on the ADC was measured in similar config-
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urations by the ADC developers. The DNL estimated by the ADC developers in such configuration was \( \sigma_{DNL} = 0.3 \).

In order to extract the mean \( \mu \) and the standard deviation \( \sigma \) from the histograms, two strategies were used. The first one consists to create a histogram by merging two ADC-bins into a single bin. In this way the differential non linearities are reduced; in particular the strong effect between even and odd ADC-bins is compensated. The parameters \( \mu \) and \( \sigma \) are extracted by a standard \( \chi^2 \) minimization. The result are shown in Figure 5.10.

The other strategy consists to consider the histogram as is, namely using the ADC bins. The extraction of the parameters \( \mu \) and \( \sigma \) is performed with a \( \chi^2 \) minimization but in this case, in order to take into account the DNL effect, the \( \chi^2 \) function is modified as explained below.

The \( \chi^2 \) is defined as

\[
\chi^2 = \sum_i \left( \frac{E_i - O_i}{\sigma_i} \right)^2
\]

(5.1)

where \( E_i \) is the content of the i-th bin as expected from a Gaussian distribution; the \( O_i \) is the measured value in the same bin; \( \sigma \) is the uncertainty on the value \( E_i \). The statistical uncertainty on \( E_i \) is \( \sqrt{E_i} \); another important contribution to this uncertainty is coming from the detector ADC binning. In case of the used configuration, the ADC binning is affected by non-linearities, which affect the bin sizes, such that the bin sizes are not equal to each other. In order to take into account the contribution of this effect the total \( \sigma \) is expressed as:

\[
\sigma_i^2 = \sigma_{counts}^2 + \sigma_{ADC}^2,
\]

(5.2)

where

\[
\sigma_{ADC} = \sigma_{DNL} \cdot E_i.
\]

(5.3)

The \( \chi^2 \) function becomes

\[
\chi^2 = \sum_i \frac{(E_i - O_i)^2}{E_i \cdot (1 + E_i \cdot \sigma_{DNL}^2)}.
\]

(5.4)

The output values of the fit function are \( \mu, \sigma \) with their uncertainties and the \( \chi^2 \) of the fit. The results of the fit with modified \( \chi^2 \) is shown in Figure 5.9. The results are summarized in Table 5.3. The estimated of \( \mu \) and \( \sigma \) in comparison to the fit performed with the rebinning has a difference lower than the 1%. For this reason, the rest of the analysis has been performed by using the result of fits calculated with the modified \( \chi^2 \).

For each gain setting, the detector response expressed as the mean (in ADU units) of the gaussian of the acquired distribution was extracted. Correlating this to the energy information given by the photodiode, the detector response curve can be extracted. The energy measured by the photodiode is an estimation of the deposited energy on the DSSC detector under the following assumptions: the photons hitting the active area of the DSSC
5.3 The gain scan

Figure 5.9: An example of histogram of data acquired with the highest gain, $C_F = 1$ (1pF). The binning corresponds to the ADC binning. The residual and the $\chi^2$ take into account the $\sigma_{DNL} = 0.3$ as explained in the section 5.3.

Figure 5.10: An example of histogram of data acquired with the highest gain, $C_F = 1$ (1pF). The histogram has been rebbinned: each bin corresponds to 2 consecutive ADC bins. The residual and the $\chi^2$ in normal way, which corresponds to assume $\sigma_{DNL} = 0$, see section 5.3.
detector are fully absorbed by the selected pixel; the photons hitting into the photodiode are fully absorbed. The uncertainty assumed of the estimation of the deposited energy corresponds to 10% of the photon flux, [97], due the stability of the beamline P04.

Figure 5.11 shows the results obtained with C_F set to 1 (configuration with a C_F capacitor of 1pF) which corresponds to the maximum gain. Because of the high statistics ($800 \times 50 = 40000$ samples), the statistical uncertainty of the mean ADC value is negligible and for this reason it is not visible in the plot; instead, an uncertainty of the 10% has been associated to the energy measured by the photodiode.

Figure 5.11 shows that, as expected, a linear relation between lines the measured ADU values and the energy deposited on the pixel. The extracted parameter $m$ and $q$ express the energy as function of the ADU counts as:

$$ E = m \cdot I_{ADU} + q, $$

(5.5)

Therefore $m$ is a measurement at the inverse of the gain (ADC bin-size) in this configuration, expressed [keV/ADU], and $q$ is the energy offset expressed in [keV]. The stamp negative value of $q$ is due to the fact that no dark image has been subtracted from the signal before performing the fit of the histograms, so zero ADU does not correspond to no energy deposited.

The response curves for different gain settings are shown in Figure 5.12. The x-axis shows the energy measured by the photodiode. The y-axis shows the mean value in ADU extracted by the fit of the histograms. In Figure 5.13, a detail of the first part of the response curves for different gain settings is shown. The dashed lines are linear fits in the region $E < 400$ keV. By decreasing the gain, the curves become non linear anymore in the high-energy region, as the compression effects of the front-end electronics come into place (Figure 5.12). However, as it can be seen in 5.13, the first region of the curve always shows a linear relation between the energy and the detector input.

The extracted gains are summarized in Figure 5.14. The gain is shown as a function of the capacitance C_F. The gain and the feedback capacitor show, as expected, a linear relation.

In order to estimate the noise of the detector, 50 bursts without X-rays were acquired for each gain configuration. Under the assumption of Gaussian noise, $\sigma_{\text{dark}}[\text{ADU}]$ was extracted using a gaussian fit on the histograms of the dark values acquired. The uncertainty associated to $\sigma$ consider the 0.3 ADU of the DNL. The estimated noise in ADU

<table>
<thead>
<tr>
<th>Binning</th>
<th>$\sigma_{\text{DNL}}$</th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$\chi^2$</th>
<th>$\text{ndof}$</th>
<th>$\chi^2/\text{ndof}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 ADU</td>
<td>0</td>
<td>121.02 ± 0.04</td>
<td>7.85 ± 0.03</td>
<td>101.9</td>
<td>44</td>
<td>2.31</td>
</tr>
<tr>
<td>1 ADU</td>
<td>0.3</td>
<td>121.57 ± 0.20</td>
<td>7.95 ± 0.10</td>
<td>41.12</td>
<td>87</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 5.3: The results of the fit on the same data assuming different $\sigma_{\text{DNL}}$ and histogram binning.
5.3 The gain scan

Figure 5.11: Mean value of the ADU values measured on the illuminated pixel of the DSSC detector as a function of the energy measured with the photodiode. The detector was configured with $C_F = 1$. The residual divided by sigma are shown under the plot. The line shows the function, $energy = m \cdot mean + q$, where $m$ corresponds to the inverse gain [keV/ADU], and $q$ to the energy offset [keV]. The results of the fit parameters and the errors estimation are shown in the plot.
Figure 5.12: The detector response for different gain configurations. The mean value of the ADU values measured on the single illuminated pixel of the DSSC detector is plotted as a function of the energy measured with the photodiode. The dark image subtraction has not been performed for this plot.

Figure 5.13: A zoom of the detector response curves for different gain configurations. indicated in the legend. In these curves the dark value has been subtracted from the mean value. The dashed lines corresponds to the linear fits performed for energy \( \leq 400 \) keV.
5.3 The gain scan

Figure 5.14: The inverse gain (in $[\text{keV/ADU}]$) vs the value of the feedback capacitor. The experimental data point are the gains estimated in Figure 5.13. The line represents a linear fit to the data, the results of the fit are shown in the plot.

$$\chi^2 (0.57/3): 0.19$$
$$m: 1.28 \pm 0.06$$
$$q: 1.00 \pm 0.13$$

$$m_{\text{dark}} = 1.19\text{keV}$$
$$\sigma_{\text{dark}} = 0.24\text{keV}$$
$$\sigma_{\mu_{\text{dark}}} = 0.03\text{keV}$$

Figure 5.15: The noise $\sigma_{\text{dark}}$ [keV] vs the front-end capacitor value. The mean $\mu$, the standard deviation $\sigma$, are the weighted mean and the standard deviation of the values in the plot, while $\sigma_\mu$ is the statistical uncertainty of the weighted mean.
units can be converted into noise expressed in keV by using the gain estimation obtained above. The main contributions to the noise come from the sensors and the first amplifier, thus the noise ideally should not depend on the gain configuration. Figure 5.15 shows the noise estimation for the different gain configuration. No dependence on the gain is observed, as expected.
5.4 The Area Scan

The so-called area-scan measurement was taken during the second night shift. The aim of this measurement was to acquire data to study the behavior of an extended area of a single ASIC of the detector. In order to perform the area scan, the beamline was set to a fixed configuration; to have on average the same number of photons per pulse. The monochromator was configured to provide a photon energy of $E_\gamma = 1$ keV. In a first phase, by acting on the slits the beam was centered and shrunk as much as possible on a single pixel. Then, an automatic script controlling the motion stage placed inside FENICE (see Section 3.5.3) was used to move the DSSC ladder inside FENICE and to control the data acquisition.

The scanned area covered a surface of $\sim 3 \times 12$ mm$^2$ and corresponds to $17 \times 57$ pixels. For each position in which the stages were stopped, five bursts were acquired then the ladder was moved again. The full automatic acquisition procedure took about two hours.

A sketch showing the movement steps of the beam is given in Figure 5.16(a). The Figure shows where the beam would have hit the ladder in case of perfect alignment of the ladder surface with respect to the beam, namely, beam orthogonal to the sensors surface and the ladder positioned in exact horizontal direction inside FENICE.

Figure 5.16(b) shows a more realistic case, in which a rotation of $0.5^\circ$ around the lower left pixel is introduced. This might have been caused, for example, by a non perfect horizontal mounting of the ladder inside FENICE.

Figure 5.17 shows a few examples of the acquired measurements. The plots on the right show four frames taken at different positions of the motion stage. The localization of the beam on a single pixel is visible on the plot. The plot shows just the ASIC where the beam was pointing. The table on the left in Figure 5.17 shows a set of the steps performed during the measurement and the corresponding position of the motion stage. The data were collected on ASIC number 12 and the scanned area, corresponding to $15 \times 57$ pixels, covered roughly one fifth of the ASIC ($64 \times 64$ pixels). It was decided to perform the scan covering almost the full vertical extension of the ASIC. This is because the fact that, due to the electronic architecture, this is the direction in which the largest pixel-to-pixel variations are expected, [98].

5.4.1 The photodiode-independent method

Before and after the area scan, the beam intensity was estimated using the beamline photodiode, see 5.1. After the end of the area scan, it was found out that the value of the total estimated photon flux was not constant during this measurement. The number of photons per pulse measured before the start of the procedure was $168 \pm 17$ photons/pulse. After the end of the scan it was reduced to $80 \pm 8$ photon/pulse. For this reason it is not possible to assume a constant photon flux during the area scan. Thus, it is not possible to evaluate the photon beam intensity during the area scan using the value estimated with
the photodiode, except for the first and last steps of the motion stage, namely, close in time to the measurements.

Therefore, an alternative approach is used. This method takes advantage of the information provided by the distribution of the number of photons measured by the detector. In literature, for example in [99] [100], a similar approach has been used successfully for the characterization of detector based on silicon photon multiplier.

Since the detector is counting photons, the statistical distribution associated to counting events is a Poissonian distribution. The parameters of such distribution are:

\[ \mu = N, \]
\[ \sigma^2_N = N, \]
\[ \sigma_N = \sqrt{N}, \]

where \( N \) is the number of photons.

The method is based on the following assumptions:

1. the detector output shows a linear response as function of the deposited photons in the region where the signal is not too high namely, in the region where the compression mechanism of the ASIC plays no role;

2. the noise contribution of the detector (electronic noise) is negligible compared to fluctuations in the number of measured photons;

3. the numbers of photons is \( N > 10 \), so the Poisson distribution can be approximated by a Gaussian distribution.

The first assumption allows expressing each signal recorded by a single pixel of the detector as

\[ ADU(E_{dep.}) = g \cdot E_{dep.} + ADU_{dark}, \]  

where \( ADU_{dark} \) is the signal output provided by the detector when no photon hits the pixel; \( ADU(E_{dep.}) \) is detector output when a certain energy \( E_{dep.} \) in [keV]) is deposited on the pixel; \( g \) is the gain of the pixel expressed in [ADU/keV].

In case of a monochromatic photon beam, assuming a quantum efficiency equal to one, the deposited energy can be written as

\[ E_{dep.} = E_{\gamma} \cdot N, \]  

where \( E_{\gamma} \) is the single photon energy and \( N \) is the number of photons. Equation 5.9 then becomes

\[ ADU(N) = aN + ADU_{dark}, \]
where the $N$ is the number of incoming photons; $\alpha = g \cdot E_\gamma$ is the gain expressed in [ADU/photons] and can be calculated as

$$\alpha = \frac{ADU(N) - ADU_{dark}}{N}. \quad (5.12)$$

By considering a set of frames acquired at a constant photon flux, the expected distribution of the number of photons is a Poissonian. It can be approximated by a Gaussian defined by the parameters mean $\mu_N$ and sigma $\sigma_N$. Assuming that $ADU_{dark}$ features a Gaussian distribution, the distribution of $ADU(N)$ is a Gaussian defined by the followings parameters

$$\mu_{ADU(N)} = \alpha \mu_N + \mu_{ADU_{dark}}, \quad (5.13)$$

$$\sigma^2_{ADU(N)} = (\alpha \sigma_N + \sigma_{ADU_{dark}})^2. \quad (5.14)$$

As the electronic noise of the detector is expected to be negligible compared to the fluctuations on the number of measured photons (assumption above), $\sigma_{ADU_{dark}} \ll \alpha \sigma_N$. Considering Equation 5.7, Equation 5.14 becomes

$$\sigma^2_{ADU(N)} = \alpha^2 \sigma_N^2 = \alpha^2 N, \quad (5.15)$$

and therefore

$$N = \frac{\sigma^2_{ADU(N)}}{\alpha^2}. \quad (5.16)$$

Inserting Formula 5.15 in 5.12 gives:

$$\alpha = \frac{\sigma^2_{ADU(N)}}{ADU(N) - ADU_{dark}}, \quad (5.17)$$

and inserting Formula 5.17 into 5.16, gives

$$N = \frac{(ADU(N) - ADU_{dark})^2}{\sigma^2_{ADU(N)}}. \quad (5.18)$$

The two last formulas show that, under the assumptions above, it is possible to estimate the gain and the number of photons hitting the detector without the need to know a priori the photon flux.
First calibration of full DSSC Ladder with Mini-SDD sensors at beamline (a) Ideal alligment (b) Misalligment of 0.5 degree around the first pixel (lower-left pixel).

Figure 5.16: Motion path during the area scan (in black) showing the beam position on the ladder. In cyan, the pixel sensors position. The area scan started from the lower left pixel. In the left plot, perfect alignment is assumed: beam orthogonal to the sensors surface and the ladder positioned in exactly horizontal. In the right plot, a misalignment corresponding to a rotation of 0.5 degree around the lower left pixel is assumed.
## 5.4 The Area Scan

<table>
<thead>
<tr>
<th>Step</th>
<th>X Pos. (mm)</th>
<th>Y Pos. (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>60.920</td>
<td>0.006</td>
</tr>
<tr>
<td>1</td>
<td>60.920</td>
<td>0.006</td>
</tr>
<tr>
<td>2</td>
<td>60.920</td>
<td>0.006</td>
</tr>
<tr>
<td>3</td>
<td>60.920</td>
<td>0.006</td>
</tr>
<tr>
<td>4</td>
<td>60.920</td>
<td>0.006</td>
</tr>
<tr>
<td>5</td>
<td>61.156</td>
<td>0.006</td>
</tr>
<tr>
<td>6</td>
<td>61.156</td>
<td>0.006</td>
</tr>
<tr>
<td>7</td>
<td>61.156</td>
<td>0.006</td>
</tr>
<tr>
<td>8</td>
<td>61.156</td>
<td>0.006</td>
</tr>
<tr>
<td>9</td>
<td>61.156</td>
<td>0.006</td>
</tr>
<tr>
<td>10</td>
<td>61.392</td>
<td>0.006</td>
</tr>
<tr>
<td>11</td>
<td>61.392</td>
<td>0.006</td>
</tr>
<tr>
<td>12</td>
<td>61.392</td>
<td>0.006</td>
</tr>
<tr>
<td>13</td>
<td>61.392</td>
<td>0.006</td>
</tr>
<tr>
<td>14</td>
<td>61.392</td>
<td>0.006</td>
</tr>
<tr>
<td>15</td>
<td>61.628</td>
<td>0.006</td>
</tr>
<tr>
<td>16</td>
<td>61.628</td>
<td>0.006</td>
</tr>
<tr>
<td>17</td>
<td>61.628</td>
<td>0.006</td>
</tr>
<tr>
<td>. . .</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4840</td>
<td>64.696</td>
<td>11.430</td>
</tr>
<tr>
<td>4841</td>
<td>64.696</td>
<td>11.430</td>
</tr>
<tr>
<td>4842</td>
<td>64.696</td>
<td>11.430</td>
</tr>
<tr>
<td>4843</td>
<td>64.696</td>
<td>11.430</td>
</tr>
<tr>
<td>4844</td>
<td>64.696</td>
<td>11.430</td>
</tr>
</tbody>
</table>

Figure 5.17: On the left a table showing the first and last motor steps coordinates; on the right the images acquired with the ASIC illuminated by the beam, with the detector in different positions corresponding to the step number indicated on top of the plots.
5.4.2 Data analysis: the pixel maps

Table 5.4 summarizes the results produced with the area scan measurement. The figures listed in the table are pixel maps in which each hexagon corresponds to a single pixel, and the color of each hexagon represents the quantity written in the label of the plot (for example SIGNAL, Std.SIGNAL, etc.). Further details and comments are given in the text below.

<table>
<thead>
<tr>
<th>Name</th>
<th>Units</th>
<th>Description</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dark</td>
<td>[ADU]</td>
<td>is the output the detector when the sensor is not illuminated</td>
<td>5.18(a)</td>
</tr>
<tr>
<td>RawSignal</td>
<td>[ADU]</td>
<td>is the output the detector when the sensor is illuminated</td>
<td>5.19(a)</td>
</tr>
<tr>
<td>Signal</td>
<td>[ADU]</td>
<td>= RawSignal - mean(Dark)</td>
<td>5.21(a)</td>
</tr>
<tr>
<td>Std.Signal</td>
<td>[ADU]</td>
<td>= st.dev.(RawSignal)</td>
<td>5.22(a)</td>
</tr>
<tr>
<td>Std.Dark</td>
<td>[ADU]</td>
<td>= st.dev.(Dark)</td>
<td>5.20(a)</td>
</tr>
<tr>
<td>Est.Photons.</td>
<td>[#]</td>
<td>= SIGNAL^2/Std.Dark^2</td>
<td>5.24(a)</td>
</tr>
<tr>
<td>Est.Gain</td>
<td>[ADU/keV]</td>
<td>= Std.SIGNAL^2/SIGNAL</td>
<td>5.25(a)</td>
</tr>
<tr>
<td>Est.Inv.Gain</td>
<td>[keV/ADU]</td>
<td>= 1/Est.Gain</td>
<td>5.26(a)</td>
</tr>
<tr>
<td>Noise</td>
<td>[keV]</td>
<td>= Std.Dark x Est.Inv.Gain</td>
<td>5.27(a)</td>
</tr>
</tbody>
</table>

Table 5.4: The list of the pixel maps obtained from the area scan measurement.

In all the pixel maps, the pixels sitting on the column x=43 and featuring an odd row number were defect. Therefore they were removed from the plot and from the analysis. In particular, the read out from these pixels show a non-stable behavior, with values jumping between saturation and zero and vice-versa. The reason was identified in a non perfect connection between these pixels and the ASIC in this electronic prototype.

The explanation of the various measured quantities listed in Table 5.4 and shown as Figure in the following of this Chapter is given below.

- **Dark [ADU]**
  The dark frame acquisition consists of 70 bursts, which corresponds to a total of \(70 \times 800 = 56000\) frames acquired when the beam was not hitting the detector. The map in Figure 5.18(a) shows the mean value of the dark signal for each pixel. This measurement is needed because it determines the offset, which must be subtracted from readout obtained when the bin hits the detectors, to get the amplitude of the signal. The plot 5.18(a) shows that the mean value of the dark is higher for the pixel in the upper side of the plot. This is due to the features of this ASIC generation and it is confirmed by measurements done with other setup [101]. The histogram 5.18(b) shows the distribution of the dark. The mean value is 51.3 ADU and the standard deviation results 4.8 ADU. The mean of the dark value and its standard deviation depends from the ASIC feature and from its configuration.
• **Std.Dark [ADU]**

The **Std.Dark** is the standard deviation of the dark frames:

\[
\text{Std.Dark} \equiv \text{st.dev.} (\text{Dark}) .
\]  

This quantity corresponds to the noise of the detector expressed in [ADU]. The map of **Std.Dark** is shown in Figure 5.20(a) and the histogram calculated over all considered pixels is shown Figure 5.20(b). The mean value of the standard deviation of the dark is 0.72 ADU. It represents the noise of expressed in [ADU] units and it is discussed in the next section.

• **RawSignal [ADU]**

As mentioned above, during the area-scan measurement, five bursts (corresponding to a total of \(5 \times 800 = 4000\) frames) were acquired for each position of the motion stage.

The plot in Figure 5.19(a) shows the raw signal acquired when the beam was hitting the detector on a given pixel. No signal subtraction was performed. On the plot, each hexagon represents the mean value of detector output of the corresponding pixel. The value shown is calculated as the mean of five consecutive bursts with the beam in the same position. In Figure 5.19(a), it is possible to observe a decrease of intensity between the lower part and the higher part. This is opposite to what observed in 5.18(a) the dark offset map, where the mean values are higher in the upper part of the plot. In the case of raw signal, this decrease is determine due to physical effects, which will be explained following. Figure 5.19(b) shows the histogram of **RawSignal** evaluated over all considered pixels.

• **Signal [ADU]**

In order to determine the signal intensity in [ADU], the offset, namely, the mean value of the dark frames, has to be subtracted from the raw signal:

\[
\text{Signal} = \text{RawSignal} - \text{mean(Dark)} .
\]  

The pixel map in Figure 5.21(a) shows the **Signal**. The color of each hexagon represents the mean value. In comparison to **RawSignal**, **Signal** appears more smooth. Also in this case, the plot features an intensity gradient, the top side shows higher values and the bottom side shows lower values of the detector output signal. For this reason the histogram evaluated over all the pixels, shown in Figure 5.21(b) has a broad distribution. The intensity gradient is due to physical effect which will be explained following.
• **Std.Signal [ADU] and Std.RawSignal [ADU]**

According to Equation 5.18 the number of photons hitting the detector can be determined by using the standard deviation of the signal. The standard deviation of the `Signal` is given by

\[
\text{Std.Signal} \equiv \text{st.dev.}(\text{Signal}) .
\]  

(5.21)

Due to presence of the offset of the electronics (dark signal), the detector output when the photons are detected (raw signal) is given by

\[
\text{RawSignal} = \text{Dark} + \text{Signal} .
\]  

(5.22)

Since the measurement of the dark and the signal are independent, it is possible to assume that there is no direct correlation between the two quantities. For that the standard deviation of the raw signal can be written as

\[
\text{st.dev.}(\text{RawSignal})^2 = \text{st.dev.}(\text{Signal})^2 + \text{st.dev.}(\text{Dark})^2 .
\]  

(5.23)

From the last equation is possible to calculate the standard deviation of the signal as

\[
\text{Std.Signal} = \text{st.dev.}(\text{Signal}) = \sqrt{\text{st.dev.}(\text{RawSignal})^2 - \text{st.dev.}(\text{Dark})^2} .
\]  

(5.24)

Figure 5.23(a) shows the map of Std.Signal. The plot features an intensity gradient: the top part has lower intensity in comparison to the higher part. This is a characteristic of the ASIC and from configuration used.

Since \( \text{st.dev.}(\text{RawSignal})^2 \gg \text{st.dev.}(\text{Dark})^2 \), the Formula 5.22 can be approximated as

\[
\text{Std.Signal} \simeq \text{Std.RawSignal} .
\]  

(5.25)

The Std.RawSignal pixel map is shown in Figure 5.22(a). As expected, it looks very similar to the Std.Signal map. The mean values of Std.RawSignal and Std.Signal have a differences < 2%.

• **Est.Photons [#]**

The number of photons can be estimated by Equation 5.18, which can be rewritten as

\[
\text{Est.Photons} = \frac{\text{mean}(\text{Signal})^2}{\text{Std.Signal}^2} .
\]  

(5.26)
Since the photon energy was fixed by the monochromator to $E_g = 1$ keV, the \textsc{Est.Photons} is equivalent to the deposited energy into the pixel in [keV] units. The result is shown in Figure 5.24(a). This pixel map shows a strong gradient. On the bottom part, the estimated number of photons per pulse is about 110 and in the top part it reduces down to 35. This reduction can be explained by the contribution of two effects. The first is a the detector-beam misalignment and the second effect is a slow decay of the photon beam intensity due to a slow drift of the beam trajectory in the beamline. These effects are discussed in detail above.

- \textbf{\textsc{Est.Gain}} [ADU/keV]

The gain estimation is calculated using Equation 5.17. According to this formula the estimation of the gain is not affected by the misalignment and the beam intensity decrease. Equation 5.17 can be rewritten as

$$\text{Est.Gain} = \frac{\text{Std.Signal}^2}{\text{mean(Signal)}}.$$  \hspace{1cm} (5.27)

Figure 5.25(a) shows the map of the estimated gain, and Figure 5.25(b) shows the histogram of the gains. The estimated mean gain is 0.43 [ADU/keV] with a statistical uncertainty of 1%. This result is discussed in the next Section.

- \textbf{\textsc{Inv.Est.Gain}} [keV/ADU]

The inverse of the gain corresponds to the estimated ADC bin-size expressed in energy units [keV]. It is calculated as

$$\text{Inv.Est.Gain} = \frac{1}{\text{Est.Gain}}.$$ \hspace{1cm} (5.28)

Figure 5.26(a) shows the pixel maps of the estimated ADC bin-size and Figure 5.26(b) its distribution. The mean bin-size is 2.43 keV/ADU with a standard deviation of 0.25 keV/ADU. This result is discussed in the next section.

- \textbf{\textsc{Noise}} [keV]

The noise can be estimated from the standard deviation of the dark signal (Figure 5.20(a)) converted in keV using the gain.

$$\text{Noise}[\text{keV}] = \text{Inv.Est.Gain}[\text{keV}/\text{ADU}] \times \text{Std.Dark}[\text{ADU}].$$ \hspace{1cm} (5.29)

The noise map is shown in Figure 5.27(a). The Figure 5.27(b) shows the histogram of the estimated noise in energy. The mean value of noise in the measured area is 1.6 keV ± 0.3 keV. This result is discussed in the next section.
Figure 5.18: The Dark offset map. In the plot (a) each hexagon corresponds to a pixel. The color of each hexagon represents the mean value of the detector output calculated over 70 consecutive bursts (56000 frames) when the beam was not hitting the detector. The histogram (b) shows the distribution of the dark offset values. The pixels in column x=43 and featuring odd row-number were removed as they are defect.
Figure 5.19: The **RAW SIGNAL** map. In the plot (a) each hexagon corresponds to a pixel. The color of each hexagon represents the mean value of the detector output for the pixel hit by the beam in the corresponding step of the area scan. The mean value is calculated over five bursts (4000 frames) acquired when the beam was hitting the detector. The histogram (b) shows the distribution of the raw signal over all the considered pixels. The pixels in column \(x=43\) and featuring odd row-number were removed as they are defect.
Figure 5.20: The **STDARK** map. In the plot (a) each hexagon corresponds to a pixel. The color represents the standard deviation of the detector output on the given pixel when the beam was not hitting the detector. For each pixel the standard deviation was calculated over the data acquired in of 70 consecutive bursts corresponding to 56000 frames. The histogram (b) shows the distribution of the standard deviation of the dark frames over all pixels. The pixels in column x=43 and featuring odd row-number were removed as they are defect.
Figure 5.21: The **Signal** map. In the plot (a) each hexagon corresponds to a pixel. The color of each hexagon represents the mean value of the detector photon-response for the pixel hit by the beam in the corresponding step of the area scan. The mean value is calculated over five bursts (4000 frames) acquired when the beam was hitting the detector. The histogram (b) shows the distribution of the signal evaluated over all pixels. The pixels in column $x=43$ and featuring odd row-number were removed as they are defect.
Mean = 3.85 ADU
St.Dev. = 0.92 ADU
Skew = 0.13 ADU

Figure 5.22: The  \texttt{STD\_RAW\_SIGNAL} pixel map. In the plot (a) each hexagon corresponds to a pixel. The color of each hexagon represents the standard deviation of the detector output for the pixel hit by the beam in the corresponding step of the area scan. The standard deviation value is calculated over five bursts (4000 frames) acquired. The histogram (b) shows the distribution of the signal calculated over all pixels. The pixels in column $x=43$ and featuring odd row-number were removed as they are defect.
Figure 5.23: The **ST D.SIGNAL** pixel map. In the plot (a) each hexagon corresponds to a pixel. The color of each hexagon represents an estimation of the standard deviation of the detector photon-response, calculated as described in the text. The histogram (b) shows the distribution of standard deviation of the estimated detector photon-response calculated over all pixels. The pixels in column \( x=43 \) and featuring odd row-number were removed as they are defect.

- **Mean** = 3.77 ADU
- **St.Dev.** = 0.94 ADU
- **Skew** = 0.12 ADU
Figure 5.24: The **EST.PHOTONS** pixel map. In the plot (a) each hexagon corresponds to a pixel. The color of each hexagon represents the estimated number of photons hitting the pixel evaluated as explained in the text. The histogram (b) shows the distribution of the estimated number of photons calculated over all pixels. The pixels in column x=43 and featuring odd row-number were removed as they are defect.

Mean = 83.00 photons
St.Dev. = 26.89 photons
Skew = -0.113 photons
5.4 The Area Scan

(a) Mean = 0.415 ADU/keV
St.Dev. = 0.045 ADU/keV
Skew = 0.178 ADU/keV

(b) Figure 5.25: The EST.GAIN pixel map. In the plot (a) each hexagon corresponds to a pixel. The color of each hexagon represents the estimated gain of the pixel evaluated as explained in the text. The histogram (b) shows the estimated gain distribution calculated over all pixels. The pixels in column x=43 and featuring odd row-number were removed as they are defect.
Figure 5.26: The **EST.INV.GAIN** pixel map. In the plot (a) each hexagon corresponds to a pixel. The color of each hexagon represents the inverse gain of the pixel evaluated as explained in the text. The inverse gain corresponds to the ADC-bin size. The histogram (b) shows the inverse gain distribution calculated over all pixels. The pixels in column x=43 and featuring odd row-number were removed as they are defect.
5.4 The Area Scan

\[ \text{Mean} = 1.74 \text{ keV} \]
\[ \text{St.Dev.} = 0.39 \text{ keV} \]
\[ \text{Skew} = 0.65 \text{ keV} \]

Figure 5.27: The \text{NOISE} pixel map. In the plot (a) each hexagon corresponds to a pixel. The color of each hexagon represents the noise of the pixel evaluated as explained in the text. The histogram (b) shows the noise distribution calculated over all pixels. The pixels in column x=43 and featuring odd row-number were removed as they are defect.
5.4.3 Discussion of the results

After the measurement was performed, it was discovered that the alignment between the beam and the selected pixel was not perfect. As a consequence, in the last acquisitions the beam was illuminating more than one pixel. This was probably due to the not perfect positioning of the DSSC ladder in the FENICE vessel with respect to the beam. An example of misalignment was already shown in Figure 5.16(b). It shows that even a very small misalignment of 0.5° with respect to the horizontal direction causes a misalignment of half a pixel in the region, which is the farthest from the starting point.

The hint for the second effect was given by the photon flux measurement. The photodiode was used to measure the estimated number of photons hitting the sensor for every pulse. Since the beamline monochromator was set to 1 keV, the number of photons per pulse corresponds also to the energy deposited per pulse expressed in keV. The photodiode measurements were performed before and after the area scan, which lasted about two hours. The comparison between the number of photons estimated with the photodiode and the number estimated with the DSSC detector (Equation 5.18) is shown in Table 5.5.

In the case of the DSSC detector, only the pixel in which the beam should have hit the detector in case of perfect alignment is considered for the estimation of the numbers given in Table 5.5.

<table>
<thead>
<tr>
<th></th>
<th>Photodiode (photons/pulse)</th>
<th>DSSC selected pixel (photons/pulse)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Begin of the area scan (A)</td>
<td>168 ± 17</td>
<td>110 ± 24</td>
</tr>
<tr>
<td>End of the area scan (B)</td>
<td>80 ± 8</td>
<td>35 ± 8</td>
</tr>
<tr>
<td>Ratio (B)/(A)</td>
<td>48%</td>
<td>32%</td>
</tr>
</tbody>
</table>

Table 5.5: The comparison between the number of photons hitting the DSSC detector estimated with the photodiode and the number of photons estimated with the DSSC detector itself. In case of the DSSC, only the Central pixel (defined in the text) is considered.

Both the number of photons estimated with the DSSC detector and measured by the photodiode show clearly a decrease of the photon flux. But the discrepancy between the photodiode values and the number of photons estimated with DSSC is remarkable. It can be explained in two ways: either the photodiode-independent method for the calibration gives wrong results, or a misalignment effect as explained above is also present and the beam was shared between more than one pixel towards the end of the area scan. In order to investigate better this fact the plot in Figure 5.29 was produced. This plot shows on the x-axis the acquisition time; on the y-axis the estimated number of photons hitting the pixel. The pixel marked as Central Px. corresponds to the single pixel ideally hit by
Figure 5.28: The definition and numbering of neighbor pixels around a given pixel.

Table 5.6: The definition and numbering of neighbor pixels around a given pixel.

<table>
<thead>
<tr>
<th>Pixel</th>
<th>Coordinates with $Y_0$ odd</th>
<th>Coordinates with $Y_0$ even</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central</td>
<td>$Y_0$ $X_0$</td>
<td>$Y_0$ $X_0$</td>
</tr>
<tr>
<td>I</td>
<td>$Y_0$ $X_0 - 1$</td>
<td>$Y_0$ $X_0 - 1$</td>
</tr>
<tr>
<td>II</td>
<td>$Y_0 + 1$ $X_0$</td>
<td>$Y_0 + 1$ $X_0 - 1$</td>
</tr>
<tr>
<td>III</td>
<td>$Y_0 + 1$ $X_0 + 1$</td>
<td>$Y_0 + 1$ $X_0$</td>
</tr>
<tr>
<td>IV</td>
<td>$Y_0$ $X_0 + 1$</td>
<td>$Y_0$ $X_0 + 1$</td>
</tr>
<tr>
<td>V</td>
<td>$Y_0 - 1$ $X_0 + 1$</td>
<td>$Y_0 - 1$ $X_0$</td>
</tr>
<tr>
<td>VI</td>
<td>$Y_0 - 1$ $X_0$</td>
<td>$Y_0 - 1$ $X_0 - 1$</td>
</tr>
</tbody>
</table>
the beam during the area scan centered pixel; the other pixels are the first neighbor pixels defined as in Figure 5.28 and in Table 5.6.

For instance, the I Px. corresponds to the first pixel on the left with respect to the centered pixel. In the plot at Figure 5.29, the number of photons measured by the Central Px. pixel decreases with time. On the other hand, the pixel I Px. shows an increasing number of photons with time. Already in the first minutes of acquisition it is possible to see that the beam was shared by two pixels. At the beginning of the scan the ratio between the number of photons hitting the pixel Central Px. and I Px. was about six. Then, in the last minutes of the area scan the two pixels Central Px. and the I Px. featured similar values of the measured photons. This gives a good indication that the hypothesis of misalignment is correct. Moreover, the number of photons estimated in the Central Px. pixel, as mentioned before, is lower than that measurement performed by the photodiode.

This mismatch can be understood by including (summing) also the photons measured from the first neighbor pixels. It means to sum the number of photons of the Central px together with the number of photons of the pixels around it. The black line in Figure 5.29 shows the sum of the estimated numbers of photons including the Central Px. and the first neighbor. The resulting values at the beginning and at the end of the area scan are shown in the Table 5.7.

<table>
<thead>
<tr>
<th></th>
<th>Photodiode (photons/pulse)</th>
<th>DSSC sum over first neighbor pixels (photons/pulse)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Begin of the area scan (A)</td>
<td>168 ± 17</td>
<td>152 ± 24</td>
</tr>
<tr>
<td>End of the area scan (B)</td>
<td>80 ± 8</td>
<td>72 ± 8</td>
</tr>
<tr>
<td>Ratio (B)/(A)</td>
<td>48%</td>
<td>47%</td>
</tr>
</tbody>
</table>

Table 5.7: The comparison between the number of photons estimated with the photodiode and the number of photons estimated with the DSSC detector. In the case of the DSSC detector the number of photons is estimated as sum over first neighbor pixels (defined in the text) and Central Px.

The result shows that including the first neighbor pixels the estimated number of photons is within the uncertainty compatible with the measurement performed using the photodiode. This gives a strong indication that the method used is correct; moreover it demonstrates that the misalignment effect can be considered and included in the analysis.
5.4 The Area Scan

Figure 5.29: Estimated number of photons for the central pixel, its first neighbors and their sum. The Central Px. is the pixel where the beam hit the detector in case of perfect alignment between the beam and the ladder. The other pixels are the neighbors as defined in the Figure 5.28. The sum of the number of photons hitting all the considered pixels (central and neighbors) is shown in black. The smooth lines are used just for better illustration of the data.
5.5 Discussion of the results and comparison between the two prototypes

In order to understand the meaning of the measured detector noise, some words regarding photon misidentification. In the ideal case the energy of a single photon corresponds to 1 ADC counts. In this case, the photon produces a signal in the ADC input which is peaked in the middle of the first ADC bin, as shown in Figure 3.11 at Page 3.11. For each single pixel the standard deviation of the dark, $\sigma_{dark}$ (electronic noise) is assumed to have a Gaussian distribution. The probability density function is a normalized Gaussian defined as

$$G_{\mu,\sigma}(x) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{1}{2} \left(\frac{x - \mu}{\sigma}\right)^2}, \quad (5.30)$$

where $\mu$ is the mean, $\sigma$ is the Gaussian sigma, corresponding to the standard deviation, $x$ is the variable corresponds to the input value of the ADC, in ADU units. The ADC input $x$ is a continuous value while the ADC output is a binned discrete value. Here an ideal binning is assumed: BIN0 corresponds to $x=\left[-0.5,0.5\right]$; BIN1 to $x=\left[0.5,1.5\right]$ and BIN$n$ to $x=\left[n-0.5,n+0.5\right]$.

Since $G$ is a probability density function, it is normalized such that

$$\int_{-\infty}^{+\infty} G(x) \, dx = 1. \quad (5.31)$$

When the detector is not illuminated, the probability of detecting a false signal equivalent to one or more photons (false photons) is shown in Figure 5.30(a) and corresponds to the integral of the probability density function between 0.5 and $+\infty$:

$$P(BIN \geq 1 | \mu = 0) = \int_{0.5}^{+\infty} G^\text{noise}_{\mu=0,\sigma=\sigma_{dark}}(x) \, dx. \quad (5.32)$$

![Figure 5.30](image-url)

(a) The signal distribution in case of no photons. (b) The signal distribution in case of a single photon has been absorbed by the sensor.

Figure 5.30: The equivalence between the probability of false-photon detection and the probability of no-photon detection when a single photon is absorbed by the sensor. In both cases an ideal calibration was assumed, 1 ADU equal to the energy of a single photon; the used $\sigma$ is very large just for illustration purposes.

The probability to detect no photon when actually one photon has hit the sensor is
5.5 Discussion of the results and comparison between the two prototypes

\[ P(BIN \leq 0 | \mu = 1) = \int_{-\infty}^{0.5} C_{\mu=1,\sigma=\sigma_{dark}}^\text{noise} (x) \, dx, \quad (5.33) \]

which is identical to the probability of detecting false photon(s):

\[ P(BIN \geq 1 | \mu = 0) = P(BIN \leq 0 | \mu = 1). \quad (5.34) \]

Figure 5.30 illustrates the meaning of the last equation.

---

**Figure 5.30:** The meaning of the last equation.

**Table 5.8:** The probability that the detector measures signal at a given ADC bin when only electronic noise is present. The values in the table are calculated assuming a distribution \( G(\sigma_{dark}, \mu = 0) \). In the first row the bins used in the integration; in second row the integration intervals of a given bin(s).

<table>
<thead>
<tr>
<th>ADC BIN:</th>
<th>0 ADU</th>
<th>1 ADU</th>
<th>2 ADU</th>
<th>( (-\infty, 0.5] )</th>
<th>( [0.5, \infty] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interval:</td>
<td>([-5, 5])</td>
<td>([5, 15])</td>
<td>([15, 25])</td>
<td>([-\infty, 0.5])</td>
<td>([0.5, \infty])</td>
</tr>
<tr>
<td>( \sigma_{dark} = 1 ) ADU</td>
<td>3.8 ( \cdot 10^{-1} )</td>
<td>2.4 ( \cdot 10^{-3} )</td>
<td>6.1 ( \cdot 10^{-2} )</td>
<td>6.9 ( \cdot 10^{-1} )</td>
<td>3.1 ( \cdot 10^{-1} )</td>
</tr>
<tr>
<td>( \sigma_{dark} = 0.7 ) ADU</td>
<td>5.2 ( \cdot 10^{-1} )</td>
<td>2.2 ( \cdot 10^{-3} )</td>
<td>1.6 ( \cdot 10^{-2} )</td>
<td>7.6 ( \cdot 10^{-1} )</td>
<td>2.4 ( \cdot 10^{-1} )</td>
</tr>
<tr>
<td>( \sigma_{dark} = 0.5 ) ADU</td>
<td>6.8 ( \cdot 10^{-1} )</td>
<td>1.6 ( \cdot 10^{-2} )</td>
<td>1.4 ( \cdot 10^{-1} )</td>
<td>8.4 ( \cdot 10^{-1} )</td>
<td>1.6 ( \cdot 10^{-1} )</td>
</tr>
<tr>
<td>( \sigma_{dark} = 0.374 ) ADU</td>
<td>8.2 ( \cdot 10^{-2} )</td>
<td>9.1 ( \cdot 10^{-2} )</td>
<td>3.0 ( \cdot 10^{-3} )</td>
<td>9.1 ( \cdot 10^{-1} )</td>
<td>9.1 ( \cdot 10^{-2} )</td>
</tr>
<tr>
<td>( \sigma_{dark} = 0.3 ) ADU</td>
<td>9.0 ( \cdot 10^{-2} )</td>
<td>4.8 ( \cdot 10^{-3} )</td>
<td>2.9 ( \cdot 10^{-3} )</td>
<td>9.5 ( \cdot 10^{-1} )</td>
<td>4.8 ( \cdot 10^{-2} )</td>
</tr>
<tr>
<td>( \sigma_{dark} = 0.2 ) ADU</td>
<td>9.9 ( \cdot 10^{-2} )</td>
<td>6.2 ( \cdot 10^{-3} )</td>
<td>3.2 ( \cdot 10^{-3} )</td>
<td>9.9 ( \cdot 10^{-1} )</td>
<td>6.2 ( \cdot 10^{-3} )</td>
</tr>
<tr>
<td>( \sigma_{dark} = 0.15 ) ADU</td>
<td>( \sim 1 )</td>
<td>4.3 ( \cdot 10^{-4} )</td>
<td>7.6 ( \cdot 10^{-5} )</td>
<td>( \sim 1 )</td>
<td>4.3 ( \cdot 10^{-4} )</td>
</tr>
<tr>
<td>( \sigma_{dark} = 0.10 ) ADU</td>
<td>( \sim 1 )</td>
<td>2.9 ( \cdot 10^{-2} )</td>
<td>2.7 ( \cdot 10^{-3} )</td>
<td>( \sim 1 )</td>
<td>2.9 ( \cdot 10^{-2} )</td>
</tr>
<tr>
<td>( \sigma_{dark} = 0.05 ) ADU</td>
<td>( \sim 1 )</td>
<td>7.6 ( \cdot 10^{-2} )</td>
<td>( \sim 0 )</td>
<td>( \sim 1 )</td>
<td>7.6 ( \cdot 10^{-2} )</td>
</tr>
</tbody>
</table>

Table 5.8: The probability that the detector measures signal at a given ADC bin when only electronic noise is present. The values in the table are calculated assuming a distribution \( G(\sigma_{dark}, \mu = 0) \). In the first row the bins used in the integration; in second row the integration intervals of a given bin(s).

Figure 5.31 shows the probability that electronic noise is detect in a given ADC bin. The probability of detecting a fake photons or more, \( P(BIN \geq 1 | \mu = 0) \), is represented by the
black line ($\geq$BIN1). The Table 5.8 shows numerically some interesting cases. In order to have a reasonable low probability ($< 10^{-4}$) of photon misidentification the detector needs to have a noise $< 0.15$ ADU. In case of a noise of 0.1 ADU the probability of fake photon detection is $\sim 10^{-7}$.

The configurations used for the two DSSC ladder systems, one equipped with DEPFET (64 x 64) and the other equipped with Mini-SDD (512 x 128) show a similar initial gain. This allows to compare the estimation of the noise of both systems. Table 5.9 below summarize the results obtained for both prototypes.

<table>
<thead>
<tr>
<th>Type of sensor</th>
<th>DEPFET</th>
<th>Mini-SDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame-rate [MHz]</td>
<td>1</td>
<td>2.6</td>
</tr>
<tr>
<td>$C_F$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Pixels included in the analysis</td>
<td>5</td>
<td>855</td>
</tr>
<tr>
<td>Gain* [ADU/keV]</td>
<td>0.49 ± 0.03</td>
<td>0.42 ± 0.05</td>
</tr>
<tr>
<td>ADU bin-size* [keV/ADU]</td>
<td>2.04 ± 0.12</td>
<td>2.43 ± 0.26</td>
</tr>
<tr>
<td>Noise [ADU]</td>
<td>0.374 ± 0.001</td>
<td>0.7 ± 0.1</td>
</tr>
<tr>
<td>Noise [keV]</td>
<td>0.76 ± 0.05</td>
<td>1.7 ± 0.6</td>
</tr>
<tr>
<td>Noise [$e^-$]</td>
<td>211 ± 14</td>
<td>473 ± 167</td>
</tr>
</tbody>
</table>

* in the first ADC bins, with no signal compression.

Table 5.9: The comparison of the results obtained with the ladder system implementing the DEPFET (left column) and Mini-SDD (right column).

Figure 5.32: The probability density function of the average measured electronic noise. Figure (a) is refers to the DEPFET prototype and Figure (b) refers to the Mini-SDD prototype. In this plot has been assumed that the incoming photon has an energy equal to the center of the first bin.

The comparison between the DEPFET and the Mini-SDD systems shows that the Mini-SDD system has a noise about two times higher the DEPFET noise. Figure 5.32 shows
the electronic noise of both prototypes and the probability that a fake signal is detected in a given bin. The resulting noise does not allow single photon detection. In the Mini-SDD case the probability of false photon detection is 24% and in case of DEPFET the probability is 9%. In both cases, the ASIC configurations was chosen such the maximum possible gain could be reached. The target gain of 1 keV / ADU was not reached.

As mentioned in Section 3, the DEPFET is an active sensor and it is acting as amplifier; instead in the case of Mini-SDD, the amplification is performed inside the ASIC. The results shown above together with the tests performed by the ASIC developers show that the current version has issues as strong DNL and shows problem in the front-end and the Mini-SDD front-end is more affected by these issues. For these reasons, the ASIC has been redesign and produced. The new version will be used for the 1Mpixel DSSC camera.
Conclusions

The European X-Ray Free Electron Laser started operation in September 2017. The facility provides to the scientific community the possibility to use the most brilliant coherent X-ray source ever built with a unique time structure. The free electron laser produces, every 0.1 s, a train of 2700 pulses with a 222 ns (4.5 MHz) time separation between each other. In the first years of operation, three beamlines will provide to XFEL.EU a wide photon-energy range: two beamlines are dedicated to hard X-rays (from 3 keV to 25 keV) and one beamline to soft X-ray (from 0.25 keV to 3 keV). For each beamline the facility provides two end-stations, called instruments, which include the ensemble of apparatus and tools needed for performing a specific class of experiments. Although each instrument has different goals, the common basic layout includes tools for shaping focusing and monitoring the beam, the pump-probe laser, the sample environment and the detectors.

A big class of experiments uses the diffraction process to investigate different types of phenomena: for example it is possible to study the electronic density of a sample by measuring the diffraction pattern generated by scattering of coherent X-rays on the sample. In this type of experiments, the imaging detectors play a fundamental role. The quality of the measurement of a diffraction pattern is strictly correlated to the quality of the imaging detector used. Some experiments at XFEL.EU require to the detectors to have a sensitivity of a single photon per pulse together with a high dynamic range ($\sim 10^5$). Moreover to take advantage from the XFEL.EU fast repetition rate, the detectors must be able to take image with a frame-rate of 4.5 MHz. When the European XFEL project started no detector existed in the market which was able to fit these requirements. For this reason, XFEL.EU commissioned three new detector projects, based on the state-of-arts technology. The three projects are dedicated to the detection of X-ray photons of different energies. Each detector uses its own approach for this aim. In this thesis, the DSSC project has been presented and a DSSC detector prototype has been tested and characterized. The prototype investigated is the DSSC ladder, the smallest unit which includes all electronics components representative of the final 1 Mpixel DSSC camera.

At the beginning of this thesis, the work was initially oriented to the testing and integration of the components, in order to bring into operation the detector. When the sensors became available, the measurements on the full prototype became possible and the detector characterization could be performed.
In a first phase, I worked in the DESY FEC (Electronics Development Group C) laboratory to build a test stand used for electronics tests of the components of DSSC. Initially, I built a semi-automatic test stand for electronics tests of the Regulators Boards. This included also the tests of the MPOD power supplies and the development of the interface to control them. After this phase, the main goal of my work was to create a test-stand for the DSSC ladder operation in ambient. This test-stand consisted, among the others, of the DSSC ladder, the power supplies, a fast data receiver, a timing generator (MicroTCAc rate equipped with CC board). During this phase I built a LED driver which could be synchronized to the detector and which could emulate the XFEL.EU time structure.

Before the sensors were mounted on the electronics, the DSSC ladder test-stand was used to test the electronics components. During this phase I intensively tested the PPT and IOB, and I collaborated to the ASIC testing with its designers. This phase allowed to find the working point of the detector, namely, the configurations allowing the detector to work properly. During this phase a first data-receiver (HDF5 writer) and a first Karabo interface was developed. When finally the DEPFET sensors were mounted on the electronics, it was possible to test the detector with visible light (pulsed LED) and realize the first characterization of the system.

The DSSC ladder system was replicated: two ladders were located at DESY FeC for ambient tests and one ladder was tested in vacuum.

The vacuum test stands were built inside the clean tent in the detector group laboratory at the HERA South hall (DESY). There, the XFEL.EU laboratory infrastructure for detector calibration and characterization is located. I collaborated to the development of the laboratory and in particular I worked on the outgassing test-stand and I collaborated to the definition of the requirements and to the commissioning of FENICE, the chamber designed for testing the DSSC ladder in vacuum. In order to perform the vacuum qualification of the DSSC components, I build a small vacuum test-stand (BigPipe). It was needed to vacuum-qualify the components, to define cleaning procedures helping in the design the FENICE chamber. During this phase, I designed and built small data-loggers based on single-board computers which allowed storing the values of the pressure and the temperature measured in the vacuum setups. They were used initially the BigPipe, and later in FENICE.

After a test phase of FENICE, a DSSC ladder was mounted inside the vacuum chamber and operated for the first time in vacuum and with an active cooling system. This system allowed to bring into operation the detector in conditions compatible with those of soft X-rays beamline. When finally the sensors were mounted on the ladder, it was possible to move the system to the P04 beamline at Petra III allowing for the first time the characterization of the DSSC ladder prototype.

During this work, two different DSSC prototypes were investigated:

- The first prototype was equipped with a $64 \times 64$ pixels DEPFET sensor, connected to a single ASIC. The detector was used in ambient conditions; for the first time,
the whole system was tested with a pulsed external visible light source (LED). This allowed performing a first detector characterization giving as result the response curve of the detector as function of the light intensity. To perform a preliminary detector calibration, the detector response curve was measured with visible light and cross calibrated using a reference curve provided by the sensor producer.

• The second prototype was the DSSC ladder equipped with 16 ASICs and two full-size Mini-SDD sensors, for a total of 512 × 128 pixels. It was tested with a X-ray source, in vacuum. In particular, the detector was tested at the P04 beamline at the Petra III synchrotron. The detector originally developed for the XFEL.EU time structure was correctly synchronized to the synchrotron. This allowed performing a gain-scan for a single pixel and a characterization of an extended part of the detector sensitive area (area-scan). During the area-scan the beam featured a slow reduction of intensity, confirmed by the measurements performed with the DSSC and a reference diode. In this case, a statistical method was used to be able to characterize the detector without knowing a-priori the number of photons hitting the detector.

In both cases, the DSSC ladder was brought successfully into operation. The measurements confirmed that it was possible to synchronize it to the light sources, and that the detector could be operated with the XFEL.EU time structure. Both the prototypes were calibrated, gain and noise were determined and compared. The prototypes were configured to had a similar gain. In both cases a strong differential non-linearity (DNL) on the analog-to-digital converter was observed. The average noise measured was 0.7 ADU for the Mini-SDD system and 0.3 ADU for the DEPFET system which corresponds to 1.7 keV and 0.76 keV, respectively. According to these values, the detector noise is too high to allow single photon detection. The probability of false-photon detection is 24% for the Mini-SDD system and 9% for the DEPFET. The gain of the two prototypes was set to the maximum possible and it was not reaching the target of 1 keV/ADU.

The above mentioned features, together with other testing of the ASIC chip, triggered a redesign of the ASIC, aimed to improve the detector performance. A new version of the ASIC is now available and will be used for the assembly of the 1M pixel DSSC camera. The test and characterization of the new chip need to be performed but it is out of the scope of this thesis.
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